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Abstract. Spatial modulation (SM) has the potential to 
meet the requirements of 5G and beyond communication 
systems with features such as reduced hardware complexi-
ty and good trade-off between spectral efficiency and ener-
gy efficiency. In this study, an efficient non-square differ-
ential spatial modulation (DSM) scheme is presented in 
which the number of time slots is one more than the num-
ber of transmit antennas. The introduced scheme includes 
one empty time slot. At the other time slots, the time slots of 
the conventional DSM (CDSM) are used (the Gray code 
order (GCO) can also be used). There is one active anten-
na at each time slot of the proposed scheme. The index of 
empty time slot conveys information. Thus, in comparison 
with CDSM (or GCO), for the same number of transmit 
antennas, the introduced scheme has more energy-free bits 
(index bits). It is free of pilot overhead, channel estimation 
complexity, and potential channel state information (CSI) 
estimation errors. Further, a detector with no error propa-
gation is presented. Analytical expressions for the bit error 
rate (BER) are derived at high signal-to-noise ratios 
(SNRs) and high SNRs per bit (SNRbs). Simulation results 
verify the theoretical evaluation and demonstrate the effi-
ciency of the proposed scheme. 

Keywords 
Index modulation, 5G, time index modulation, 
differential spatial modulation (DSM), single active 
antenna, error propagation, diversity, signal to noise 
per bit (SNRb) 

1. Introduction 
There are many challenges to achieve the objectives 

of 5G and beyond communication systems [1]. Successful 
implementation of 5G will enable anywhere, anytime, 
anyhow connectivity [1]. Index modulation (IM) tech-
niques have the potential for meeting the requirements of 
5G mobile systems [2]. IM provides an attractive trade-off 
among different characteristics of communication systems 
[3]. IMs are capable of conveying extra information by 
utilizing the available transmit entities, such as the indices 
of antennas, subcarriers, time slots, and so on [3]. IM was 
initially introduced by using the indices of antennas (spatial 

modulation (SM)) for multiple-input multiple-output 
(MIMO) communication systems [4]. SM utilizes antenna 
indices and allows for a low-cost and high-energy-
efficiency system with low hardware complexity [3]. Dif-
ferential SM (DSM) was introduced as a promising alterna-
tive to coherent SMs [5]. DSMs are desirable for wireless 
systems that have fast migration velocity [6]. In [7], a uni-
fied DSM scheme using complex-valued antenna index 
matrices was introduced [8]. Transmit diversity order in [7] 
was obtained by transmitting the same symbols on multiple 
antennas [8]. Therefore, a flexible rate-diversity trade-off 
was achieved [9]. After that, Gray code order (GCO) and 
intersected GCO (I-GCO) of antenna index permutations 
were presented in [10] to improve the performance of 
DSMs [11]. I-GCO exhibits higher transmit diversity order, 
when compared to GCO. In [10], some new bit-to-symbol 
mapping principles were used [12]. Conventional DSM 
(CDSM) ([7], [13]), GCO, and I-GCO are free of pilot over-
head, channel estimation complexity, and potential channel 
state information (CSI) estimation errors. However, several 
DSMs were studied in [14], [15], [16], and [17]. There is 
one active antenna at each time slot of CDSM [7], [13], 
[10], [14–17]. Although, [14–17] do not need CSI, all of 
them have pilot overhead [5]. Further, they suffer from 
error propagation [5].  

In this research, we combine CDSM (or GCO) and 
time-domain IM to take the advantages of both techniques. 
The proposed scheme includes one empty time slot and the 
other time slots are time slots of CDSM (or GCO). The 
index of the empty time slot conveys information. There-
fore, compared to the CDSM (or GCO), the introduced 
scheme transmits additional energy-free bits, without in-
creasing the number of transmit antennas. In this way, we 
overcome the limitation on the number of time slots of 
CDSM (or GCO) (which is equal to the number of transmit 
antennas). The proposed DSM does not require any pilot 
overhead and CSI. Further, we introduce a detector that 
avoids error propagation. Theoretical analysis and simula-
tion results show that at high signal-to-noise ratios (SNRs) 
and signal-to-noise ratios per bit (SNRbs), the presented 
scheme outperforms CDSM and GCO.  

Notations: Small letters, bold letters, and bold capital 
letters designate scalars, vectors, and matrices, respective-
ly. · is the floor function and ·2 is equal to log2(·). 
A(i,:) and A(:,i) show the i-th row and i-th column of ma-
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trix A respectively. E(·), |·|, and diag(v) denote expecta-
tion, absolute value, and diagonal matrix with the elements 
of the vector v, respectively. In r ∠ θ, r indicates absolute 
value and θ denotes angle. (·)T, ||·||2F, and tr(·) represent 
transpose, Frobenious norm, and trace, respectively. 

2. Proposed Scheme 

2.1 System Model 
A MIMO system with N transmit antennas and M re-

ceive antennas is considered. The wireless channel is as-
sumed constant over a block of length T, i.e., quasi-static 
Rayleigh flat fading. Moreover, the receiver and transmit-
ter do not know CSI. The input-output relation is 
Yt = Xt Ht + Nt, where the transmitted and received signal 
at the t-th block are T × N matrix Xt and T × M matrix Yt, 
respectively. The elements of the N × M complex channel 
matrix Ht and T × M complex noise matrix Nt are zero-
mean, independent and identically distributed (i.i.d) Gauss-
ian random variables with unit variance.  

We design the proposed scheme by employing the 
structure of CDSM or GCO. To this end, we first review 
CDSM briefly.  

2.2 CDSM System 
In CDSM, only one transmit antenna is activated at 

each time slot, and information bits are conveyed by the 
square antenna matrix (AM) index (since T = N, block 
matrix is N × N) and the constellation diagram [17]. The 
input vector st = [s1,…,sN] is mapped into the input AM At 
as St = At diag(st), where s1,…,sN are drawn from the phase 
shift keying (PSK) constellation. The transmitted signal 
matrix at the t-th block has the form of Xt = StXt – 1 [17]. 
The non-coherent maximum likelihood (ML) detector is 
expressed as  

 2
1 F

ˆ arg min
t

t t t t −
∈

= −
S

S Y S Y




 


   (1) 

where   is the set of all possible matrices [13]. In the non-
coherent ML detector, all members of   are tested one by 
one [18]. Assuming Ht = Ht – 1, we have 

 1 1 1( ) ( )t t t t t t t t t t− − −− = − + −Y S Y S S X H N S N   .  (2) 

It is observed that the effective noise power is twice 
that of the coherent SM, resulting in 3-dB SNR penalty. If 
the minimum rank of ΔSt = St – S̃t for ΔSt ≠ 0 is dx, the 
diversity order of the CDSM would be Mdx. 

2.3 Proposed Scheme  
We explain the method of constructing the proposed 

scheme using the structure of CDSM. The method of 
constructing the proposed code using GCO is similar.  

The proposed scheme, Xt
P, consists of one empty time 

slot (the ot-th time slot) and N time slots of an CDSM (Xt), 
so, T = N + 1 (in CDSM, T = N). In Xt

P, the index of empty 
time slot conveys information, and no data transmission 
occurs in that time slot. The information of the time slots 
N + 2 –ot,…,N of Xt is sent at the time slots 1,…,ot – 1 of 
Xt

P, respectively. Similarly, the information of the time 
slots 1, …, N + 1 – ot of Xt is transmitted at the time slots 
ot + 1,…,N + 1 of Xt

P. The proposed Xt
P can be expressed 

in terms of Xt as 

 P
1 1diag ( )t t t t t t t t t t t t tc c c− −= = =X C X C S X C A s X  (3) 

where Ct and ct are (N + 1) × N matrix and complex coeffi-
cient, respectively. Ct and ct depend on the index of empty 
time slot ot. The relationship between Ct and ot can be 
written as follows: 

 
1( ,:) ,

( ,:) ( ,:), 1, 1,
( ,:) ( 1 ,:) , , 1

t t N

t t N t

t t N t

o
o i i o i N i
o i N i o i N i

×=
 + = + ≤ + ≥
 − = + − − < ≥

C 0
C I
C I

 (4) 

where IN is the N × N identity matrix. As an example, for 
N = 3, and ot = 1, ot = 2, ot = 3, ot = 4, the transmit signal 
matrices are provided in Tab. 1. 

It can be shown that Ct
T Ct = IN. Since Xt

P has 
T = N + 1 time slots (resulting in N + 1 choices for ot), 
there are N + 12 new index bits compared to the utilized 
CDSM (Xt). Consequently, the number of bits of Xt

P is 
BXP = BX + N + 12, where BX is the number of bits of the 
utilized CDSM (Xt). The throughput (represented as bit per 
channel use (bpcu)) of Xt

P in (3) is 
B̅XP = (BX + N + 12) / (N + 1). The received signal at the 
receiver is given by Yt = Xt

P Ht + Nt. 
 
 

 tC  P
t t t tc=X C X  

ot = 1 

0 0 0
1 0 0
0 1 0
0 0 1

 
 
 
 
 
 
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t
t

t

t

c
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 
 

X
X
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ot = 2 

0 0 1
0 0 0
1 0 0
0 1 0

 
 
 
 
 
 
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(1, :)
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t

t
t

t

c
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X

X
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ot = 3 

0 1 0
0 0 1
0 0 0
1 0 0
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 
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0 0 0
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t

t
t

t

c

 
 
 
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 
 

X
X
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ot = 4 

1 0 0
0 1 0
0 0 1
0 0 0

 
 
 
 
 
 

 

(1, :)
(2, :)
(3, :)

0 0 0

t

t
t

t

c
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 
 
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X
X

 

Tab. 1. Transmit signal matrices of the proposed Xt
P for N = 3, 

and ot = 1, ot = 2, ot = 3, ot = 4.  
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2.4 Proposed Detector 

Noting T 1
1 1 1 1t t t t Nc c−

− − − − =C C I  and P
1 1 1 1,t t t tc− − − −=X C X  

we can establish the relationship  

  T 1 T 1 P
1 1 1 1 1 1 1 1 1.t t t t t t t t tc c c− −

− − − − − − − − −= =X C C X C X  (5) 

Subsequently, considering Xt
P = ct CtStXt – 1, we obtain 

P T 1 P
1 1 1t t t t t t tc c−

− − −=X C S C X . Since Ht = Ht – 1 we find that 
P T 1 P

1 1 1 1t t t t t t t t tc c−
− − − −=X H C S C X H  and 

 T 1 T 1
1 1 1 1 1 1.t t t t t t t t t t t t t tc c c c− −

− − − − − −− = −Y C S C Y N C S C N   (6) 

Hence, we propose the following detector 

 
1

T 1 2
1 1 1 F

, ,
ˆˆ , arg min

t tt

t t t t t t t t t
o o

o c c
−

−
− − −= −

S
S Y C S C Y



 

  

 
  .  (7) 

In the above detector, we consider all possible cases of õt–1, 
and we do not use ôt – 1 which is detected in the (t – 1)-th 
received block. This design ensures that the error in the  
(t – 1)-th block detection does not affect the t-th block 
detection. Therefore, the proposed detector, (7), avoids 
error propagation.  

Since Ht = Ht – 1, the matrix in (7) can be expressed as 

 

T 1
1 1 1

T 1
1 1 1 1 1

T 1
1 1 1

( )

( ).
t t

t

t t t t t t t

t t t t t t t t t t t t

t t t t t t t

c c

c c c c

c c

−
− − −

−
− − − − −

−
− − −

−

= −

+ −
D

F Q

N

Y C S C Y

C S C S C C X H

N C S C N

  

 

  

 

 

  

 



 (8) 

3. Analytical Evaluation 

3.1 Diversity Order of XtP 
We assume that o′t–1, ôt, and Ŝt minimize the metric in 

(7). As a result, both ôt and Ŝt are detected (it is worth 
noting that the values of o′t–1 and ôt–1 may differ). In the 
analysis, we define two complementary events O and Ø as 
[o′t–1, ôt] = [ot–1, ot] and [o′t–1, ôt] ≠ [ot–1, ot] respectively. 
These events help us in finding the error probabilities and 
diversity order. If we denote the error probability in detect-
ing XP as PXP, we can express it as the combination of two 
conditional probabilities as PXP = PO PXP|O + PØ PXP|Ø, where 
PXP|O and PXP|Ø represent the error probabilities in detecting 
XP under the conditions O and Ø, respectively. We define 
MdØ as the diversity order of Ø. At high SNRs, PØ and 
PXP|O are proportional to SNR–dØM and SNR–dXM [19], respec-
tively. Additionally, considering PO = 1 – PØ, we have 
PXP = PXP|O + PØ (PXP|Ø – PXP|O). As a result, if MdØ ≥ MdX, 
the diversity order of Xt

P will be MdX. Furthermore, if 
MdØ > MdX, at high SNRs we have PXP = PXP|O. In the fol-
lowing, we will investigate PXP|O and the diversity order of Ø. 

3.2 Conditional BER  
In this sub-section we focus on the conditional BER 

PXP|O. Given that ôt, o′t–1, and Ŝt minimize the metric in (7) 
(it is important to note that o′t–1 does not imply the detected 
ot–1), for the event O we have õt–1 = ot–1, õt = ot, which in 
turn results in C̃t = Ct, C̃t–1 = Ct–1, c̃t–1 = ct–1, and c̃t = ct. 
Therefore, 

 

T 1
1 1 1

1

T 1
1 1 1

( )

( ).

t t t t t t t

t t t t t t

t t t t t t t

c c

c

c c

−
− − −

−

−
− − −

−

= −

+ −

Y C S C Y

C S S X H

N C S C N

  

 





 (9) 

Considering the structures of Ct and S̃t, it is evident 
that T 1

1 1 1t t tc−
− − −C N  and T 1

1 1 1t t t tc−
− − −S C N  are N × M matrices 

where none of their elements are zero. Consequently, 
T 1

1 1 1t t t t t tc c−
− − −C S C N  is an (N + 1) × M matrix, and only its 

ot-th row is empty. This indicates that the ot-th row of 
T 1

1 1 1t t t t t t tc c−
− − −−N C S C N  contains only the noise Nt(ot,:), 

which is independent of S̃t and therefore, has no influence 
on the detector. Additionally, in (9), the ot-th time slot of 

1( )t t t t t tc −−C S S X H  is empty and does not affect the de-
tector. As a result, the ot-th time slot in (9) does not have 
an impact on the detector. Consequently, considering N 
effective time slots of (9) (ot-th time slot is not effective), 
Xt

P is equivalent to an CDSM ((9) is similar to (2)) with the 
effective noise power 1 2

11 | |t tc c−
−+  and average signal 

power |ct|2 EX / N, where EX = E(tr(Xt
HXt)). Each of ot and 

ot–1 can take 2N + 12 values, leading to L = 22N + 12 differ-
ent cases for the event O. In each case l = 1,…,L, the effec-
tive SNR of the equivalent CDSM is σl EX / N, where 
σl = |ct ct–1|2 / (|ct–1|2+ |ct |2). Then, the BER of Xt

P is 
BXPX (SNRX = ul)/BXP, where ul = 2 σl EX / N (ul is the SNR 
of the equivalent CDSM for each case). The SNR of Xt

P is 
uXP = Ec EX / (N + 1), where Ec = E(|ct|2) (please note that ul 
and uXP are not effective SNRs). Since O has L cases, we 
can express the conditional error probability as 

 
P P P

P

X |O X X

1
X X X X1

P ( )

( P ( ) / ).L
ll

SNR u

L B SNR u B−
=

=

= =∑
  (10) 

Therefore, the diversity order of XP under the condition O 
is MdX. 

3.3 Diversity Order of Ø 
In this sub-section, we determine the rank of the ma-

trix Dt Xt–1, where Dt = Ft – Qt (note (8)). Since the N × N 
matrix Xt–1 is invertible (due to having one non-zero ele-
ment in each row and column of Xt–1), the rank of Dt Xt–1 is 
the same as that of Dt [20]. Therefore, we only examine the 
rank of Dt for the event Ø. From (8) we note that  

 T 1
1 1 1 1t t t t t t t t t t t t tc c c c−

− − − −= − = −D F Q C S C S C C  

  . (11) 
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We use ns  to represent the non-zero element in the n-th 
column of Ct St. If the n-th column of T

1 1t t t t− −C S C C    
contains a non-zero element, we denote it as ns .  

As per the details provided in Appendix A, if we can 
establish the equation  

  1 1

1
1 1... ( ) ... ,

1, ..., ,
k k

k k
i i t t t t i ic c c c

k d d N

−
− −≠

= ≤

 
 s s s s

  (12) 

for all cases of Ø, all values of 
1 1
,..., , ,...,

k ki i i i s s s s , and all 

distinct values of i1,…,ik (1  ≤ i1,…,ik ≤ N), we will have 
rank(Dt) ≥ d, rank(Dt Xt–1) ≥ d, and MdØ ≥ Md.  

In Appendix B, we investigate the solutions that 
satisfy (12). 

3.4 BER at High SNRs and SNRbs  
Here, we consider the case MdØ ≥ Md. Taking into 

account that PXP  ≈ PXP|O and noting (10), we can derive:  

 
P P P

P

X X X

1
X X X X1

P ( )

( P ( ) / ).L
ll

SNR u

L B SNR u B−
=

=

≈ =∑
  (13) 

Using SNRb = SNR / B̅, the SNRbs of Xt
P and 

equivalent Xt can be written as follows:  

 P P P PX X X X
/ E E /cv u B B= = X   (14) 

and 

 X X X/ 2 E /l l lv u B B= = σ ,   (15) 

respectively. Note that the SNRb of Xt in (3) is  

 X X X X X/ E /v u B B= = .   (16) 

Considering (14), (15), and (16), we arrive at: 

 P P P P P P PX X X X X X X
P ( / ) P ( )SNRb u B SNR u= = = ,   (17) 

  X X X X XP ( / ) P ( )l lSNRb u B SNR u= = = ,   (18) 
and 

  X X X X X X XP ( / ) P ( )SNRb u B SNR u= = = . (19) 

Moreover, with reference to (13) we have 

 

P P P P P P P

P

P

X X X X X X X

1
X X X X1

1
X X X X X1

P ( / ) P ( )

( P ( ) / )

( P ( / ) / ).

L
ll

L
ll

SNRb u B SNR u

L B SNR u B

L B SNRb u B B

−
=

−
=

= = =

≈ =

= =

∑
∑

  (20) 

At high SNRs, PX = κX SNR–dXM, where κX is a positive 
constant independent of SNR  [19]. As a result,  

 X
X X X X XP ( ) d MSNR u uκ −= ≈ ,   (21) 

  X
X X XP ( ) d M

l lSNR u uκ −= ≈ .   (22) 

From (13) and (22), we have 

 X
P P P P

1
X XX X X X 1

P ( ) ( / ) ( ).L d M
ll

SNR u B B L uκ −−
=

= ≈ ∑  (23) 

Using ul = 2σl EX / N and uXP = Ec EX / (N + 1), we can 
obtain ul = (2σl / Ec) ((N + 1) / N) uXP. So, 

 X
P P P P PX X X X X

P ( ) d MSNR u uκ −= ≈    (24) 
where  

 X
P PX XX X

( / ) ( / ( 1)) d MB B N Nκ κ η= +    (25) 

and 

 X1
1
(2 / E )L d M

ll cLη −−
=

= σ∑ .  (26)  

Noting (14), (17), and (24), we can deduce:  

  

P P P P

P P P

X
P P

X X
P P P

X X X X

X X X

X X

X X X

P ( / )

P ( )

.

d M

d M d M

SNRb u B

SNR u

u

B v

κ

κ

−

− −

=

= =

≈

=

   (27) 

Consequently, from (14), we have 

 X
P P P P PX X X X X

P ( ) d MSNRb v vϑ −= ≈    (28) 

where ϑXP = κXP B̅XP
–dXM. 

Similarly, by using (16), (19), and (21), the BER can 
be expressed as: 

  
X

X X

X X X X

X X X

X X

X X X

P ( / )
P ( )

.

d M

d M d M

SNRb u B
SNR u

u

B v

κ

κ

−

− −

=
= =

≈

=

   (29) 

Therefore, considering (16) we have 

 X
X X X X XP ( ) d MSNRb v vϑ −= ≈    (30) 

where ϑX = κX B̅X
–dXM. 

Considering (25), we obtain 

  X
P PX XX X

/ ( / )( / ( 1)) d MB B N Nκ κ η= +    (31) 

and  

  
X

P P P

X
P

X X XX X X
( 1 )

X X

/ ( / )( / )

( / ) .

d M

d M

B B

B B

ϑ ϑ κ κ

η

−

+

=

=
  (32) 

For the case η ≈ 1, we have   

 X
P PX XX X

/ ( / )( / ( 1)) d MB B N Nκ κ ≈ +  (33) 

and  

  X
P P

( 1 )
X XX X

/ ( / ) d MB Bϑ ϑ +≈ .  (34) 

Thus, noting BX < BXP and N < N + 1, it is concluded that 
κXP / κX and ϑXP / ϑX decay with M and dX. 
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As a special case of (13) and (20), when the absolute 
value of ct is constant (|ct| = |ct–1| = c for all ots and ts ), then 
σl = 0.5 and ul = EX / N for l = 1,…,L. Therefore,  

 
P P

P

XX X

X X X XX

P ( E / ( 1))

/ P ( E / )

SNR N

B B SNR N

= +

≈ =
   (35) 

and 

 
P P P

P

XX X X

X X X X XX

P ( E / )

/ P ( E / ).

SNRb B

B B SNRb B

=

≈ =
 (36) 

Considering (35), (36), and the fact that BX < BXP, we 
conclude that despite the lower SNR and SNRb 
(EX / (N + 1) < EX / N and EX / BXP < EX / BX), Xt

P achieves 
a lower BER than Xt.  

4. Results 
Different DSM schemes were simulated to gain 

a clear understanding of the error performance of the pro-
posed scheme. We assess the performance of the proposed 
scheme and compare it with CDSM and GCO (GCO 
schemes in [10] have structures similar to CDSM, and we 
can design new schemes by employing them). The number 
of receive antennas is set to 1 (M = 1) for simplicity. The 
appropriate values of ct were chosen using a computer 
search. It is worth mentioning that in the simulation of 
a BER of 10–m, according to [21], a minimum of 10m + 3 
channel realizations were used. 

CDSM and the proposed scheme: Tables 2 and 3 pro-
vide the characteristics of the proposed scheme and 
CDSM. For clarification, the structure of the proposed 
scheme Xt

P is presented in Tab. 4 (N = 3, 4-PSK). For 
simplicity, in the simulations, the non-zero elements of At 
are set to 1. Figures 1, 2, 3, and 4 illustrate the BER per-
formance for two and three transmit antennas. In the case 
that the proposed scheme has higher throughput (2 versus 
1.5 bpcu), it achieves either the same or less BER than 
CDSM. Additionally, for approximately the same through-
puts (1.33 versus 1.5, 1.75 versus 1.66, and 2.5 versus 2.66 
bpcu), the proposed scheme yields a significantly lower 
BER than CDSM. Furthermore, it is observed that analyti-
cal evaluations are validated by simulation results at high 
SNRs and SNRbs (formulas are not applicable for low 
SNRs). The required SNRs and SNRbs to achieve a BER 
of 5 × 10–4 are presented in Tab. 3. The results indicate the 
efficiency of the proposed scheme.  

GCO and the proposed scheme: Tables 5 and 6 show 
the characteristics of the proposed scheme and GCO. In 
Figs. 5 and 6, GCO in [10] and the proposed scheme have 
4 transmit antennas (N = 4). The indices ot = 1,2,3, and 4 
are sufficient to create the new index bits (2 bits) of the 
proposed scheme (ot = 5 is not used). The proposed scheme 
has 6 index bits, whereas the employed GCO has 4 index 
bits. Antenna index permutations of these 4 bits are se-
lected according to GCO requirements. According to GCO, 

each index bit sequence has only one difference from adja-
cent index bit sequence. Also, there are only two antennas 
indices difference between two adjacent antenna index 
permutations. The BER performances of the proposed 
scheme and GCO are compared under the same spectral 
efficiency of 2 bpcu. In the codes with transmit diversity 
order of 2, two 4-PSK symbols are employed 
(st = [s1,s1,s2,s2]). The results show that the proposed 
scheme achieves lower BER.  
 

2N =  

2-PSK 

 1to =  2to =    

Odd t 1 0∠ °  1 55∠ °    

Even t 1 0∠ °  1 135∠ °    

4-PSK 

 1to =  2to =    

Odd t 1 66∠ °  1 110∠ °    

Even t 1 78∠ °  1 130∠ °    

 3N =  

2-PSK 

 1to =  2to =  3to =  4to =  
Odd t 1 0∠ °  1 41.4∠ °  1 82.8∠ °  1 124.2∠ °  

Even t 1 0∠ °  1 52.2∠ °  1 104.4∠ °  1 156.6∠ °  

4-PSK 

 1to =  2to =  3to =  4to =  
Odd t 1 23.4∠ °  1 23.4∠ − °  1 46.8∠ °  1 46.8∠ − °  

Even t 1 12.6∠ °  1 12.6∠ − °  1 25.2∠ °  1 25.2∠ − °  

Tab. 2. Values of ct in simulation of the proposed Xt
P for 

N = 2, 3.  
 

Number of transmit 
antennas 2N =  3N =  

Scheme tX  P
tX  P

tX  tX  P
tX  tX  P

tX  

Number of time 
slots 2 3 3 3 4 3 4 

PSK size 2 2 4 2 2 4 4 

Number of symbols 2 2 2 3 3 3 3 

Total index bits 1 1+1 1+1 2 2+2 2 2+2 

Rank of tD for O  - 2 2 - 3 - 3 

Diversity order 1 1 1 1 1 1 1 

Throughput (bpcu) 1.5 1.33 2 1.66 1.75 2.66 2.5 

κ in 1P SNRκ −=  1 0.54 1 0.99 0.53 2.21 1.4 

ϑ in 1P SNRbϑ −=  0.67 0.37 0.51 0.94 0.49 2 1.24 

SNR (dB) 
for 4BER 5 10−= ×  33 30 33 33 31 37 34 

SNRb (dB) for 
4BER 5 10−= ×  31 28.5 30.5 31 28 37.2 30 

Tab. 3.  Characteristics of schemes Xt (CDSM) and Xt
P 

(proposed). 
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Tab. 4.  Transmit signal matrices of the proposed Xt
P for N = 3 

and 4-PSK. 
 

4N =  

2-PSK 

 ot = 1 ot = 2 ot = 3 ot = 4 
Odd t 1 0∠ °  1 41.4∠ °  1 82.8∠ °  1 124.2∠ °  

Even t 1 0∠ °  1 52.2∠ °  1 104.4∠ °  1 156.6∠ °  

4-PSK 

 ot = 1 ot = 2 ot = 3 ot = 4 

Odd t 1 0∠ °  1 19.8∠ − °  1 46.8∠ °  1 39.6∠ − °  

Even t 1 30.6∠ °  1 16.2∠ °  1 61.2∠ °  1 0∠ °  

Tab. 5.  Values of ct in simulation of the proposed Xt
P for 

N = 4.  
 

No. of transmit 
antennas 4N =  4N =  

Scheme Xt Xt
P Xt  Xt

P  
No. of time slots 4 5 4 5 

PSK size 2 2 4 4 
No. of symbols 4 4 2 2 
Total index bits 4 4+2 4 4+2 
Rank of Dt for Ø - 2 - 3 
Diversity order 1 1 2 2 

Throughput (bpcu) 2 2 2 2 
Index bits of the 

GCO qt,i (nonzero coefficient of the i-th column of At) 
0000 qt,1, qt,2, qt,3, qt,4 = 1 qt,1, qt,2 = 1, qt,3, qt,4 = ejπ/24 
0001 qt,1, qt,2, qt,3, qt,4 = 1 qt,1, qt,2 = 1, qt,3, qt,4 = ej2π/24 

      
1110 qt,1, qt,2, qt,3, qt,4 = 1 qt,1, qt,2 = 1, qt,3, qt,4 = ej15π/24 
1111 qt,1, qt,2, qt,3, qt,4 = 1 qt,1, qt,2 = 1, qt,3, qt,4 = ej16π/24 

κ  1.62 1.05 31.8 18.5 
ϑ  0.82 0.52 8.1 4.63 

SNR (dB) for 
BER = 2 × 10–4  39.19 37.17 25.75 25.38 

SNR (dB) for 
BER = 2 × 10–6  - - 36.06 34.83 

SNRb (dB) for 
BER = 2 × 10–4  36.16 34.15 22.74 22.36 

SNRb (dB) for 
BER = 5 × 10–6  - - 33.04 31.81 

Tab. 6.  Characteristics of schemes Xt (GCO) and Xt
P 

(proposed). 

From Figs. 1, 2, 3, 4, 5, and 6, it is observed that the 
proposed scheme with new index bits, maintains the same 
transmit diversity order as those of the employed CDSM 
and GCO.  

 
Fig. 1.  BER vs SNR of the proposed scheme and CDSM for 

N = 2. 

 
Fig. 2.  BER vs SNRb of the proposed scheme and CDSM for 

N = 2. 

 
Fig. 3.  BER vs SNR of the proposed scheme and CDSM for 

N = 3.  
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Fig. 4.  BER vs SNRb of the proposed scheme and CDSM for 

N = 3. 

 
Fig. 5.  BER vs SNR of the proposed scheme and GCO [10] for 

N = 4.  

 
Fig. 6.  BER vs SNRb of the proposed scheme and GCO [10] 

for N = 4. 

5. Conclusion 
In this study, we proposed a new scheme that includes 

an empty time slot and time slots of a CDSM (or GCO). 
The introduced detector avoids error propagation. The 
proposed scheme achieves the same diversity order as 
those of the utilized CDSM and GCO. The obtained ex-
pressions for error probability can be used to investigate 
the impacts of the number of new index bits, values of 
coefficients, etc., on the performance of the proposed 
scheme. Simulation results confirmed theoretical discus-
sions and showed the efficiency of the presented scheme.  
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Appendix A: Diversity Order of Ø 

Considering the structure of Ct and St, all columns of 
Ft have exactly one non-zero element. Additionally, the ot-th 
row of Ft is zero. Noting the structure of C̃T

t–1 and Ct–1, the 
maximum number of non-zero elements in each row and 
each column of C̃T

t–1 Ct–1 is 1. Thus, the maximum number 
of non-zero elements in each row and each column of 

T 1
1 1 1 1t t t t tc c−

− − − −S C C 

  is 1. Therefore, the maximum number 
of non-zero elements in each row and column of 

T 1
1 1 1 1t t t t t t t tc c c−

− − − −=Q C S C C  

   is 1. Furthermore, as the õt-th 
row of c̃tCt̃ is empty, the õt-th row of Qt is a zero vector. 
We show the non-zero element of the n-th column of Ct St 
by ns . In this way, if the n-th column of C̃t S̃t C̃T

t–1 Ct–1 has 
a non-zero element, ns  denotes it. an and ãn are the coeffi-
cients of used symbols in ns  and ns , respectively. As 
an example, for the case 
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As a result,  
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Assume that some columns of (N + 1) × N matrix Dt 
are not independent. Therefore, a zero vector can be 
formed as a linear combination of these columns, where the 
coefficients are not all zero [20]. As an example, we con-
sider the following cases: 

1) If only one coefficient is non-zero, we have 
1

1
(:, ) ,

ni t nn
e i

=
=∑ D 0  where ei1 is non-zero. Using Dt = Ft – Qt, 

we have 
1 11 1(:, ) (:, )i t i te i e i=F Q  and 1 1(:, ) (:, )t ti i=F Q . So, 

1 1t i t ic = 
s s , where 1

1 1t t t tc c c−
− −=   . 

2) If only two coefficients are non-zero, we have 
2

1
(:, ) ,

ni t nn
e i

=
=∑ D 0  where ei1 and ei2 are non-zero. Thus, 

2 2

1 1
(:, ) (:, ).

n ni t n i t nn n
e i e i

= =
=∑ ∑F Q  Considering the dis-

cussions on the number of non-zero elements of Ft and Qt, 
there are two subcases as follows: 

(a) 
1 21 2(:, ) (:, ) ,i t i te i e i=F Q  

2 12 1(:, ) (:, )i t i te i e i=F Q and 

(b) 
1 11 1(:, ) (:, ) ,i t i te i e i=F Q  

2 22 2(:, ) (:, )i t i te i e i=F Q . 

For subcase (a), we have 
1 1 2 2i t i i t ie c e= 

s s  and 

2 2 1 1i t i i t ie c e= 
s s , where 1

1 1 .t t t tc c c−
− −=    Thus, 

1 2 1 2 1 2 1 2

2 2
i i t i i i i t i ie e c e e=  

s s s s  and we arrive at 

1 2 1 2

2 2
t i i t i ic =  

s s s s . Similarly, for subcase (b) we have 

1 2 1 2

2 2
t i i t i ic =  

s s s s . 

3) If only three coefficients are non-zero, we have 
3

1
(:, )

ni t nn
e i

=
=∑ D 0 , where 

1i
e , 

2i
e , and 

3i
e  are non-zero. 

Hence, 3 3

1 1
(:, ) (:, ).

n ni t n i t nn n
e i e i

= =
=∑ ∑F Q  Considering the 

discussions on the number of non-zero elements of Ft and 
Qt, there are several subcases. For the subcase 
(

1 21 2(:, ) (:, )i t i te i e i=F Q , 
2 32 3(:, ) (:, )i t i te i e i=F Q , and 

3 13 1(:, ) (:, )i t i te i e i=F Q ) we have 
1 1 2 2i t i i t ie c e= 

s s , 

2 2 3 3
,i t i i t ie c e= 

s s  and 
3 3 1 1

.i t i i t ie c e= 
s s  So, 

1 2 3 1 2 3 1 2 3 1 2 3

3 3
i i i t i i i i i i t i i ie e e c e e e=   

s s s s s s  and we arrive at 

1 2 3 1 2 3

3 3
t i i i t i i ic =   

s s s s s s . Similarly, for the other subcases we 

obtain 
1 2 3 1 2 3

3 3
t i i i t i i ic =   

s s s s s s . 

Considering the above cases, we conclude that  
if k coefficients (ei1,…, eik) are non-zero, then 

1 1
... ...

k k

k k
i i t t i ic =  

s s s s .  

Noting the above discussions, if we provide 

 1 1

1
1 1... ( ) ... ,

1, ..., ,
k k

k k
i i t t t t i ic c c c

k d d N

−
− −≠

= ≤

 
 s s s s

 (37) 

for all cases of Ø, all values of 
1 1
,..., , ,...,

k ki i i i s s s s , and all 

distinct values of i1,…,ik (1  ≤ i1,…,ik ≤ N), we will have 
rank(Dt) ≥ d, rank(Dt Xt–1) ≥ d, and MdØ ≥ Md.  

Appendix B: Satisfying Condition (12)  

Since | | | | 1n n= =s s , we have 
1 1

| ... | | ... |,
k ki i i i=  s s s s  

k = 1,…, d thus, a simple solution to meet (12), is to 
provide |ct / c̃t| ≠ |ct–1 / c̃t–1| for all cases of Ø  

For the case that 1 ,..., Ns s  are selected from the same 
M -PSK constellation, multiplying and dividing several 
M -PSK constellations result in the same M -PSK constel-
lation, hence (12) is converted to  

 1 1

j2 / 1
1 1... e ( ) ... ,

1,..., ,
k k

m k k
i i t t t t i ia a c c c c a a

k d d N

π −
− −≠

= ≤

   

M

  (38) 

where 1,...,m = M . 

For the case 
1 1
... ...

k ki i i i=  s s s s , (12) is converted to 

 1 1 1 1ˆ( / ) ( / ) , [ , ] [ , ]k k
t t t t t t t tc c c c o o o o− − − −′≠ ∀ ≠    (39) 

( 1
1 1( )k k

t t t tc c c c−
− −≠   ), where k = 1,…, d and d ≤ N. There-

fore, if we use the same set of values for cts and ct–1s, satis-
fying (39) is impossible. For example, for the case (c̃t = c̃t–1, 
ct = ct–1, c̃t ≠ ct, c̃t–1 ≠ ct–1), we have |ct / c̃t| = |ct–1 / c̃t–1|. So, 
we propose to use different values for cts at odd and even 
block times (t) (this is necessary but not sufficient condi-
tion). 
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