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Abstract. In-memory computing (IMC) is an emerging
approach to mitigating the memory bottleneck, a critical is-
sue affecting energy efficiency and latency in modern digital
computing. IMC operating in the analog domain can achieve
high data density and accelerate signal processing tasks such
as neural network training by leveraging nonvolatile memory
technologies, specifically resistive switching devices. Con-
versely, content-addressable memories (CAMs), known for
their inherent parallelism and fast digital lookup capabil-
ities, are constrained by their large area and high energy
consumption. To address these limitations, analog CAMs,
which combine the analog domain with the tunability of mem-
ristors, have been proposed to enhance storage density and
energy efficiency. In this work, we introduce a novel topology
that reduces latency and area by employing the 𝑔m/𝐼D design
methodology to optimize the sizing of MOS devices. Utiliz-
ing the VTEAM model for simulations, our circuit achieves
approximately twice the latency reduction compared to the
10T2M design, while occupying up to 66% less area. Addi-
tionally, our design exhibits the lowest latency among exist-
ing multi-bit and analog CAM approaches, reducing latency
by 96%.

Keywords
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1. Introduction
The exponential increase in data generation places

unprecedented demands on computing resources, expos-
ing significant limitations within traditional von Neumann
architecture-based digital computers. These challenges are

particularly pronounced in data-intensive computing tasks,
where the inefficiencies associated with data movement be-
tween the processor and memory become a bottleneck. While
incremental advancements in parallel processing offer some
relief, a more transformative approach is emerging: in-
memory computing (IMC). This paradigm shifts the locus
of computation directly to the data storage sites, enabling
in situ data processing within memory itself [1]. IMC rep-
resents a fundamental departure from the conventional von
Neumann architecture, offering a potential solution to mod-
ern computing systems’ inefficiencies.

In-memory computing (IMC) has emerged as a rapidly
advancing research area, with significant progress in applica-
tion development over the past decade, particularly in enhanc-
ing energy efficiency, performance, and scalability. A key
primitive of IMC is content-addressable memory (CAM),
which operates in contrast to traditional random access mem-
ory (RAM). In CAM, data is provided as input, and the
corresponding location is extracted as output. CAMs com-
pare input patterns with a stored set of data patterns within
a CAM array, leveraging high parallelism to accelerate pat-
tern matching [2] and lookup operations [3], [4]. Typically,
CAMs or binary CAMs (BCAMs) operate with binary input
patterns composed of "0" and "1" bits. However, ternary
CAMs (TCAMs) offer greater flexibility by accommodating
a third pattern, "X" – a wildcard that can match either "0" or
"1". This capability enhances the array’s functionality and
density but comes at the cost of increased area and power
consumption, as each memory cell requires a dedicated com-
parison circuit.

A novel approach to Content-Addressable Memory
(CAM) is introduced in [5], where CAM operations are con-
ducted in the analog domain, resulting in what is termed Ana-
log Content-Addressable Memory (analog CAM – aCAM).
The advantage of computation performed in the analog do-
main provides exponential efficiency gains over digital, par-
ticularly at lower precision requirements [6]. Compared to
traditional CAM, aCAM processes analog values, allowing
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it to handle both discrete and continuous ranges of values.
This architecture compares a stored range of values within
the aCAM against incoming analog input patterns. The
match line remains charged if all input values fall within
the stored range. This capability of storing and comparing
a range of values in each cell offers the potential for aCAM
to surpass its digital counterpart in terms of efficiency. De-
spite its advantages, the initial implementation of aCAM –
comprising a comparator, tristate buffer, and floating gate
devices – faced significant practical challenges, particularly
high-power consumption and substantial area requirements,
which posed difficulties in deploying the technology in an ar-
ray configuration.

The use of nonvolatile memory technologies, including
memristive devices [7], [8] and ferroelectric technology [9],
has been shown to reduce power consumption and area in
electronic circuits significantly. Memristive devices, in par-
ticular, offer unique advantages due to their ability to have
their conductance freely adjusted through the application of
voltage pulses [10–12], and their small footprint. Leveraging
these characteristics, a memristor-based aCAM was proposed
in [6]. The tunability of memristive devices allows them to
store narrow ranges as discrete values, enabling them to re-
place digital CAMs while providing higher data density and
lower energy consumption per search operation. Currently,
aCAMs are the subject of extensive research, with various
topologies being proposed to enhance the storage range [13],
reduce footprint [14], improve accuracy [15], and memris-
tive device programming algorithm [16]. In this paper, we
propose a new approach to aCAM that offers improved area
efficiency, reduced latency, and a higher dynamic range. Ad-
ditionally, the 𝑔m/𝐼D design methodology [17], [18] is em-
ployed to optimize the sizing of each device, ensuring that
the design meets the required specifications.

The remainder of this paper is organized as follows:
Section 2 reviews existing memristor models and specifies
the model adopted in this study, including the relevant param-
eter settings. Section 3 discusses why utilizing memristor in
CAM the proposed topologies of the analog CAM. Section 4
introduces a novel approach to aCAM design, employing the
𝑔m/𝐼D methodology for transistor sizing. Section 5 presents
simulation results, comparing the performance of the pro-
posed design with other topologies and existing multi-bit and
aCAM implementations. Section 6 provides the conclusions
of this work.

2. Models of Memristor and Applica-
tions
Every two-terminal device that is driven by a DC or

sinusoidal signal at any frequency, and has a pinched hys-
teresis loop in its I-V characteristic is a memristor [19–21]
and the term "memristor" is commonly used to refer to mem-
ristive systems. For this paper, "memristor" will represent all
devices falling within this classification.

(a)

(b)

Fig. 1. The structure of the linear ion drift model; (a) its physi-
cal model includes a thin film of TiO2 with 𝐷 thickness
categorized two regions: a layer with oxygen vacancies
(TiO2−𝑥 ) with 𝑤 thickness with high conductance and
a layer having insulating properties TiO2 with (𝐷 − 𝑤)
thickness with low conductance; (b) the doped and un-
doped region has their resistance value 𝑅ON = 𝑅on

(𝑤
𝐷

)
and 𝑅OFF = 𝑅off

(
𝐷 − 𝑤

𝐷

)
, respectively.

Titanium dioxide (TiO2) is electrically insulating due
to its semiconducting properties, whereas its reduced form,
TiO2−𝑥 , exhibits conductivity. This conductivity arises from
oxygen vacancies, which act as donor electrons and carry a
positive charge. These vacancies behave as stable, mobile
entities within the TiO2 lattice, similar to bubbles in a liq-
uid. Their movement can be controlled by an applied electric
field, enabling dynamic modulation of the material’s conduc-
tivity [22]. As illustrated in Fig. 1, when a positive voltage is
applied to the top electrode, the positively charged oxygen va-
cancies are repelled into the pure TiO2 layer, transforming it
into TiO2−𝑥 and turning the device ON. Conversely, applying
a negative voltage attracts the vacancies upward, increasing
the thickness of the insulating TiO2 layer and switching the
device OFF. In practical applications, the ON switching oc-
curs faster than the OFF switching due to differences in drift
and diffusion currents. The equations describing the Linear
Ion Drift model are provided as follows:

d𝑥(𝑡)
d𝑡

=
𝜇𝑣𝑅on

𝐷2 × 𝑖(𝑡)

𝑣(𝑡) =
[
𝑅on

(𝑤
𝐷

)
+ 𝑅off

(
𝐷 − 𝑤

𝐷

)]
𝑖(𝑡).

(1)

Following the introduction of the first physical model
of the memristor in [23], memristors have garnered atten-
tion due to their low power consumption, a critical feature
in addressing the rising energy demands of machine learning
applications. Analog in-memory computing with memris-
tors offers a practical solution to overcome the memory bot-
tleneck and energy constraints, paving the way for efficient
high-performance computing systems [24]. Memristors have
been applied in various domains, including memory cross-
bars [12], logic circuits and logic synthesis [25–27], neural
networks [28], [29], data converters [30], and pattern match-
ing [31], [32]. These diverse applications underscore the
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importance of accurate and reliable memristor models in
the design and analysis of memristor-based systems. Typi-
cally, memristor models are used to describe device behavior
through differential equations, enabling the analysis of their
response to specific inputs. An effective model must balance
high accuracy, computational efficiency, simplicity, and uni-
versality [33]. Addressing these requirements, the VTEAM
model [34] was proposed to simplify equations while preserv-
ing essential physical behaviors, as illustrated in Fig. 2. This
model assumes that the state variable remains unchanged be-
low a defined voltage threshold and incorporates polynomial
dependencies to reduce computational complexity, making
it a practical tool for simulating memristor dynamics. Ac-
cording to [19], if the input is a voltage, a voltage-controlled
time-invariant memristor is created and defined as:

d𝑥
d𝑡

= 𝑓 (𝑥, 𝑣)
𝑖 = 𝑔(𝑥, 𝑣)𝑣.

(2)

𝑥(𝑡) satisfies the state equation (2):

d𝑥
d𝑡

=


𝑘off

(
𝑣 (𝑡 )
𝑣off

− 1
)𝛼off

𝑓off (𝑤), 0 < 𝑣off < 𝑣

0, 𝑣on < 𝑣 < 𝑣off

𝑘on

(
𝑣 (𝑡 )
𝑣on

− 1
)𝛼off

𝑓on (𝑤), 𝑣 < 𝑣on < 0.
(3)

denoting that 𝛼on and 𝛼off are constants, 𝑘on is a negative
constant, 𝑘off is a positive constant, 𝑣on and 𝑣off are voltage
threshold values, 𝑥 ∈ [𝑎on, 𝑎off] is the internal state vari-
able presented in Fig. 2 and 𝑓on (𝑥) and 𝑓off (𝑥) are window
functions defined as:

𝑓off (𝑥) = exp
[
− exp

(
𝑥 − 𝑎off
𝑤c

)]
𝑓on (𝑥) = exp

[
− exp

(
𝑥 − 𝑎on
𝑤c

)]
.

(4)

Next, the current-voltage equation can be expressed
similarly to the voltage-current relationship in (1) where
memristance linearly adjusts in the state variable 𝑥. Equa-
tion (5) uses Ohm law:

𝑖(𝑡) =
[
𝑅on +

𝑅off − 𝑅on
𝑎off − 𝑎on

(𝑥 − 𝑎on)
]−1

𝑣(𝑡). (5)

where memristance is defined by the same method while
demonstrating the Linear Ion Drift model based on the phys-
ical model in Fig. 2:

𝑀 (𝑥) = 𝑅on

(
𝑥 − 𝑎off
𝑎on − 𝑎off

)
+ 𝑅off

(
𝑎on − 𝑥

𝑎on − 𝑎off

)
> 0

=⇒ 𝑀 (𝑥) = 𝑅on +
[
(𝑅off − 𝑅on)

(
𝑥 − 𝑎on
𝑎off − 𝑎on

)]
.

(6)

This equation helps us to define the position of 𝑎off and
𝑎on in the device. The operation of the Linear Ion Drift
device and the Simmons Tunnel Barrier device is the same.
Otherwise, the memristance of a practical device is highly
nonlinear because of the tunnel effect so that memristance
is assumed exponentially with any change in tunnel barrier

width 𝑥 [22], [35], and (7) is rewritten in exponential form
where e𝜆 =

𝑅on
𝑅off

:

𝑖(𝑡) =
[
𝑅on exp

(
𝜆

𝑎off − 𝑎on
(𝑥 − 𝑎on)

)]
𝑣(𝑡). (7)

This study employs the VTEAM model to implement a
novel approach to analog CAM, as introduced in [36]. The
model is implemented in Verilog-A, enabling efficient com-
putation, while SPICE simulation programs are developed
to support a wide range of SPICE users. These simulations
aim to mitigate the stick effect and enhance numerical per-
formance, ensuring faster computation [37]. The parameters
used in the simulations are detailed in [34], and the corre-
sponding IV curves are presented in Fig. 3.

3. Analog Content-Addressable Mem-
ory with Memristors

The first aCAM, introduced in [5], comprised a com-
parator, tristate buffer, and floating gate devices. However,
its practical implementation was hindered by excessive power
consumption and large area requirements, particularly in ar-
ray configurations. To address these limitations, a memristor-
based aCAM was proposed in [6], incorporating two key
subcircuits: the lower bound subcircuit (LBS) and the upper
bound subcircuit (UBS), as shown in Fig. 4. These subcir-
cuits define the search range through voltage dividers con-
trolled by the memristance of the memristors. The matchline
determines whether a search operation results in a match or
mismatch via pull-down transistors, executing a NOR-aCAM
operation based on the gate voltages 𝑉GS1 and 𝑉GS2. As il-
lustrated in Fig. 5(a), a match occurs when both 𝑉GS1 and
𝑉GS2 remain below the threshold voltages of the pull-down
transistors (T2 and T6).

Despite these improvements, the aCAM cell faces chal-
lenges such as sensitivity to variations and word-length de-
pendency, primarily due to leakage currents through the
pull-down transistors. To mitigate these issues, threshold-
switching memristors have been employed as matchline dis-
charging devices, as depicted in Fig. 5(b) [38]. Furthermore,
an alternative approach presented in [13] addresses leakage-
induced search inaccuracies. The pull-down transistor’s con-
ductance varies continuously with respect to 𝑉DL, with its

sensitivity characterized by
𝜕𝐺T
𝜕𝑉DL

. This variation can dis-
tort the search result. To counteract this effect, the design
enhances the gain at both LBS and UBS or adjusts the volt-
age transfer curve slope of 𝑉G versus 𝑉DL to be steeper [13].
in Fig. 5(c), a non-inverting buffer is introduced within the
LBS to amplify gain in a 10T2M aCAM cell. Alternatively,
in an 8T2M aCAM configuration, the second inverter is re-
placed with a p-type transistor, as illustrated in Fig. 5(d).
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(a) (b)

Fig. 2. The architecture of the Simmons Tunnel Barrier model where 𝑥 implies the width of the Simmons Tunnel Barrier, 𝑣g is voltage of undoped
region or voltage across the barrier, 𝑣 is the internal voltage and 𝑉 is voltage potential applied model; (a) The applied voltage is not the
same device polarity, memristance reaches LRS; (b) The applied voltage is the same device polarity, memristance reaches HRS.

Fig. 3. The IV characteristics of the VTEAM.

Fig. 4. Analog CAM structure including lower-bound subcircuit (LBS) and upper-bound subcircuit (UBS) storing lower bound and upper bound
in the search range, respectively.
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However, these design refinements come at the cost of
increased circuit area. To address this, a more compact de-
sign, known as the 1T1M+2T aCAM pixel, was proposed
in [14], as illustrated in Fig. 5(e). This architecture offers
several advantages, including reduced footprint, enhanced
tunability, and high-density integration. Nonetheless, mis-
matches between the discharging characteristics of PMOS
and NMOS pull-down transistors (T2 and T3) introduce
an additional challenge, as PMOS devices typically exhibit
a soft-edge matching window, whereas NMOS devices have
a sharp-edge response. This mismatch reduces the evalua-
tion time window, limiting the matchline discharge opportu-
nity [14].

Beyond precision enhancements, aCAM designs re-
quire proper memristor programming before search opera-
tions. As shown in Fig. 5(a), each subcircuit’s data lines select
the programmed memristor, where programming voltages
𝑉SLhi and 𝑉SLlo adjust the memristance similarly to a 1T1M-
based comparator. An alternative method introduced in [16]
leverages a lookup table (LUT)-based algorithm to define
boundary voltages instead of directly programming mem-
ristor conductance, effectively mapping the relationship be-
tween conductance and programming data line voltages.

The advancements in memristor-based aCAM designs
enable a range of practical applications across various do-
mains. One significant use case, depicted in Fig. 6(a),
involves their integration into network routers for efficient
range classification within a 16-bit Class B IP address space
(0–65535). By encoding search ranges at different bit reso-
lutions, aCAMs substantially reduce lookup table sizes com-
pared to traditional TCAMs. For instance, a conventional
TCAM implementation requires a 21 × 16 table to repre-
sent the range 385–58630, as shown in Fig. 6(a.1). Higher-
bit aCAMs, such as the 8-bit design in Fig. 6(a.4), provide
improved precision and efficiency but introduce additional
complexity, including digital-to-analog conversion overhead
and increased susceptibility to analog processing variability.
Moreover, memristor-based aCAMs offer an efficient plat-
form for implementing decision trees, where each decision
node is mapped to the aCAM, enabling parallel processing
of search queries. Intermediate results are stored in mem-
ristor RAM, facilitating rapid data retrieval and optimized
tree traversal. This hybrid architecture is particularly well-
suited for real-time applications such as pattern recognition
and machine learning, where speed and energy efficiency are
crucial, as demonstrated in prior studies [31], [32].

4. Analog Content-Addressable Mem-
ory with Memristors: A New
Approach
In this proposal, the search line architecture departs

from previous designs by introducing two distinct compo-
nents: search line high 1 (𝑉SLhi1) and search line high 2

(𝑉SLhi2), while maintaining a unified search line low (𝑉SLlo).
Additionally, a 𝑉DD rail is integrated into the design to
enhance gain in subsequent stages. The proposed circuit
in Fig. 7 comprises seven transistors and five memristors
(7T5M). During operation, the input search data are applied
along the data lines (DL), with match/mismatch outcomes
observed on the matchline. This operation is referred to
as the search mode, which includes both the precharge and
evaluate phases. In contrast, the analog storage range is con-
figured by adjusting the memristance of two memristors in
the first stage of each subcircuit. These memristors require
programming before the commencement of the search mode,
following a process analogous to that used in one-transistor
one-memristor (1T1M) arrays [10], [11]. This procedure
is termed the programming mode, which encompasses both
the set and reset processes. This section will discuss the
performance of the programming and search modes, the ra-
tionale for employing the multi-threshold voltage technique
in this design, and the design flow utilizing the 𝑔m/𝐼D design
methodology to optimize the size of MOS devices.

During the programming mode, Data Line 1 (DL1) and
Data Line 2 (DL2) are used to select the array column, de-
termining which memristor is programmed. As shown in
Tab. 1, programming voltages are applied through the row
wires—specifically, 𝑉SLhi1, 𝑉SLhi2, 𝑉SLlo1, and 𝑉SLlo2—to set
or reset the memristance. Compliance current adjustments
are incorporated to enhance multilevel tunability. For ex-
ample, the set process for M1, which reduces resistance to
achieve the Low Resistance State (LRS), is initiated when
DL1 is set to 𝑉G,SET, with 𝑉SLhi1 at 𝑉SET,hi1 and 𝑉SLlo1
grounded. Conversely, the reset process for M1, which in-
creases resistance to reach the High Resistance State (HRS),
begins when DL1 is set to 𝑉DD, with 𝑉SLlo1 at 𝑉RESET,lo1 and
𝑉SLhi1 at 0. This separation of 𝑉SLhi into 𝑉SLhi1 and 𝑉SLhi2 is
a distinctive feature of the proposed design, offering greater
control over the programming process.

At the beginning of the search mode, similar to existing
CAM circuit implementations, the matchline for each row is
precharged to a high logic level, known as the precharge
phase. Following this phase, the data line is applied to
transistors T1 and T5 to initiate the evaluation phase. In
the lower bound subcircuit, for example, T1 is responsi-
ble for dividing the voltage between 𝑉SLhi1 and 𝑉SLlo1 (i.e.,
𝑉SL1 = 𝑉SLhi1 − 𝑉SLlo1) across the memristor M1. When
the resistance of T1 is high relative to that of M1, the node

voltage 𝑉A =
𝑅T1

𝑅T1 + 𝑅M1
𝑉SL1 in Fig. 7 will be high. Conse-

quently, after passing through the non-inverting stage com-
posed of two cascaded memristor-based inverters, 𝑉G1 ex-
ceeds the lower bound match threshold, activating T4 [39].
This match threshold is configured by adjusting the memristor
conductance in the resistor-based inverter circuit during the
programming mode [31]. Upon activation, T4 draws a sig-
nificant drain current 𝐼D,T4 = 𝐼ML,LBS from the matchline,
ultimately discharging it to indicate a mismatch. Conversely,
if the resistance of T1 is low relative to M1, T2 will not
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(a) (b)

(c) (d)

(e)

Fig. 5. (a) Schematic of 6T2M aCAM [6] in search mode where data lines of LBS and UBS are merged; (b) Schematic of 4T2M2S aCAM [38]
replacing two pull-down transistors with threshold switching memristor; (c) Schematic of 10T2M aCAM [13] increasing gain at each
subcircuit to a steeper slope; (d) Schematic of 8T2M aCAM [13] utilizing PMOS as pull-down transistor; (e) Schematic of 1T1R+2T
aCAM [14] with a small footprint.

Operation 𝑽SLhi1 𝑽SLhi2 𝑽SLlo1 𝑽SLlo2 Data line 1 Data line 2
Set M1 𝑉SET,hi1 0 0 0 𝑉G,SET 0
Set M2 0 𝑉SET,hi2 0 0 0 𝑉G,SET

Reset M1 0 0 𝑉RESET,lo1 0 𝑉DD 0
Reset M2 0 0 0 𝑉RESET,lo2 0 𝑉DD

Tab. 1. The set and reset operation in 7T5M design’s programming mode.
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Fig. 6. aCAM application examples: (a) Comparison of CAM tables for range searches between 385 and 58630 using (a.1) TCAM, (a.2) 3-bit
aCAM, (a.3) 4-bit aCAM, and (a.4) 8-bit aCAM. (b) Mapping a decision tree to a memristor-based architecture for fast tree traversal and
efficient data retrieval. Decision trees, which represent hierarchical structures used for decision-making processes, such as classification
tasks in machine learning, are directly mapped onto the memristor-based system. aCAM is utilized for rapid searching and decision-making
based on memristor-based entries, while RAM provides random access storage for additional data retrieval. This integrated approach of
combining CAM and RAM accelerates decision tree traversal by efficiently storing and retrieving relevant data points.

Fig. 7. The schematic of the proposed acAM 7T5M cell in search mode.
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be activated, resulting in a match. Thus, the lower bound
subcircuit determines whether the input data is greater than
the stored value of the left boundary encoded by M1. The
operation of the upper bound subcircuit is analogous, with
the key difference being the insertion of a memristor-based
inverter between the voltage divider (T5–M4) and the pull-
down transistor T7. In this case, a high input data value
activates T7, corresponding to a mismatch operation. There-
fore, the upper bound subcircuit verifies whether the input
data is smaller than the stored value of the right boundary en-
coded by M4. As a result, the aCAM effectively determines
whether the input data falls within the range stored in the
cell [31]. About the lower/upper match threshold mentioned
above, the UBS and LBS voltage transfer curves for 𝑉G ver-
sus𝑉DL can be utilized to determine these values, where𝑉DL
results in 𝑉G1 = 𝑉Thn and 𝑉G2 = 𝑉Thn.

The proposed design employs multi-threshold voltage
(multi-Vt) MOSFETs to improve gain, reduce power con-
sumption, and minimize circuit area. By incorporating both
high and low threshold voltage transistors, the design en-
hances power efficiency by limiting leakage and reducing
delay while maintaining high-speed operation through con-
trolled power dissipation. Additionally, noise and parasitic
effects introduce variations in memristance, which can im-
pact the accuracy of the search range [LBS,UBS], partic-
ularly at boundary values. To ensure proper input adap-
tation, low-threshold devices are used in the initial stage
of both subcircuits. The circuit operates in two primary
phases: precharge and evaluation. Total energy consump-
tion is determined by both phases, with the evaluation phase
being significantly influenced by the voltage-divider circuits
in the memristor-based inverters. To optimize performance,
transistors T2, T3, T4, T6, and T7 are designed with high
threshold voltages. Furthermore, the scalability of aCAMs
in large-scale integration must be considered, particularly the
effects of word length [6] and potential sneak path issues [40]
when integrating memristors.

Especially, the 𝑔m/𝐼D design methodology [17], [18]
is utilized to achieve these requirements where it represents
a significant advancement over the traditional square-law-
based approach. This methodology provides analog de-
signers with enhanced control and flexibility, allowing for
more effective management of design trade-offs. For in-
stance, the specifications for each stage in this design are
𝐴v = [5, 10], 𝐵 ≥ 10 MHz, and minimize the power dis-
sipation. As memristance decreases, energy consumption
increases due to higher leakage in these circuits so the mem-
ristor’s polarity is placed to obtain HRS. It implies that gain in
stages T2–M2, T3–M3, and T6–M5 depend on transconduc-

tance of MOS devices (𝐴v = 𝑔m (𝑟ds ∥ 𝑅M) ≈ 𝑔m ∝
(
𝑊

𝐿

)
).

At low frequencies, the poles at input and output are defined
as:

|𝑝in | =
1

𝑅G𝐶GS
≥ 1

2𝜋𝐵
, (8)

Device’s name Device’s type 𝑾 /𝑳

T1 NMOS-LVT 12n/50n
T2 NMOS-HVT 260n/50n
T3 NMOS-HVT 340n/50n
T4 NMOS-HVT 90n/50n
T5 NMOS-LVT 12n/50n
T6 NMOS-HVT 260n/50n
T7 NMOS-HVT 90n/50n

Tab. 2. Design parameters.

|𝑝out | =
1

𝑅M𝐶L
≥ 1

2𝜋𝐵
. (9)

These voltage dividers in design achieve analog search
functionality by applying a gate voltage to the transistor,
forming a variable resistor divider, according to Thevenin’s
theorem, 𝑅G equivalents to 𝑅T1 ∥ 𝑅M1 . Besides, load ca-
pacitance is assumed of 5 𝑓 𝐹 where 𝐶GS is also assumed
the largest parasitic capacitance in MOS devices in the next
stage. From these equations and the condition of bandwidth,
the term 𝑔m and 𝐶GS can be expressed as:

𝑔m ≥ 2𝜋𝐵𝐶L, (10)

𝐶GS ≤ 1
2𝜋𝐵𝑅G

. (11)

In this methodology, the design process logically be-
gins by defining the minimum transit frequency 𝑓Tmin, cal-
culated as 𝑓Tmin =

𝑔mmin
2𝜋𝐶GSmax

, where 𝑔m/𝐼D is determined
from the transit frequency versus 𝑔m/𝐼D chart. The drain
current 𝐼D is then derived using 𝐼D =

𝑔mmin
𝑔m/𝐼D

, and the current

density
𝐼D

𝑤𝑖𝑑𝑡ℎ
is obtained from the current density versus

𝑔m/𝐼D chart. This process must consider two key factors.
First, minimizing power dissipation for a given speed or noise
specification necessitates a low drain current. Second, de-
vices where 𝑔m contributes to gain, such as those in an input
stage, require a large 𝑔m. Consequently, this design empha-
sizes a large 𝑔m/𝐼D, particularly for devices in moderate or
weak inversion biasing. The optimal 𝑔m/𝐼D ratio typically
lies within the range of 10 to 20, especially in the moderate
inversion region. A 𝑔m/𝐼D ratio of 20 is selected at each
stage of this design, following the outlined design flow. The
design parameters are detailed in Tab. 2.

5. Results and Discussion
Simulations were performed using the FreePDK45 tech-

nology [41] and the VTEAM model [34], [36] with param-
eters shown in Sec. 2 in Cadence Virtuoso at the typical
corner. The 7T5M aCAM cell was configured in a 1 × 16
array with a 0.8 V supply voltage for comparison with other
cell designs from the 45 nm PTM [13]. Results are summa-
rized in Tab. 3. Key metrics under fixed constraints include
dynamic range (DR), latency, energy dissipation, and area.
DR was measured after a 1 ns precharge phase, defined as the
minimum separation between full-match and one-mismatch
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Design Memristor model DRa [mV] Latencyb [ns] Energyc [fF] Aread [𝜆2]
10T2M [13] linear [6], [42] 371.2 0.083 73.3 1624
8T2M [13] linear [6], [42] 37.5 0.03 30.4 1232
4T2M2S [13] linear [6], [42] 209.6 0.43 913.7 758
This work: 7T5M VTEAM [34], [36] 250 0.04 75.2 1078

a Calculated at 1 ns, for three intervals, b Obtained for three intervals and DR = 100 mV, c Full-mismatch energy
evaluated at 1 ns, for three intervals, d Active area.

Tab. 3. Comparison summary with proposed design in [13].

Design Technology Area [𝛍m2] Search delay [ns] Search energy [fJ]
2FE aCAM [43] 45 nm 0.05 2 0.55
3T-1FE MCAM [45] 22 nm 0.15 0.35 1.08
2Fe aCAM [44] 45 nm 0.15 0.14 0.4
2Fe MCAM [46] 65 nm NA 0.22 60
8T2M aCAM [13] 45 nm 0.624 0.1 34.3
This work: 7T5M 45 nm 0.546 0.08 77.6

Tab. 4. Comparison of the existing multi-bit and aCAM designs.

cases (level = 𝑉DD · [40%, 60%], 𝑁 = 16, 𝑇 = 1 ns). La-
tency is the shortest time among three intervals for DR to
reach 100 mV. Energy dissipation was measured over 1 ns,
reporting average energy consumed during a full search for
mismatch cases. Area estimation for the 7T5M design was
based on a single NMOS transistor with a layout area of
40𝜆2 plus 2𝜆 spacing on each side, totaling 112𝜆2 [13]. For
a 45 nm technology node, with a transistor length of 45 nm
(2𝜆 = 45 nm) and width of 90 nm, each cell design’s area was
estimated considering the number of NMOS and PMOS tran-
sistors. Memristors, fabricated using BEOL technology [6],
were assumed to occupy an area equivalent to two transistors,
so no additional area was allocated for memristor devices in
the 6T2M, 10T2M, 8T2M, 7T5M, and 4T2M2S designs.

The proposed 7T5M design exhibits a substantial en-
hancement in dynamic range relative to previous designs.
It achieves a dynamic range approximately 67.3% greater
than that of the 8T2M design and is 1.2 times that of the
4T2M2S design. The 7T5M also maintains a low latency of
0.04 ns, outperforming the 10T2M design by about twofold
and the 4T2M2S design by approximately 93%. However,
its energy consumption is marginally higher than that of the
8T2M, the most energy-efficient design. In the 10T2M,
8T2M, and 7T5M circuits, energy consumption is driven
by precharge and evaluation phases, with the evaluated en-
ergy largely influenced by the voltage-divider circuits of the
memristor-based inverters. As memristance decreases, en-
ergy consumption increases due to higher leakage in these
circuits. Nevertheless, the 7T5M design occupies a smaller
area compared to the 8T2M (by 12.5%) and the 10T2M (by
66%), though it is 1.42 times larger than the 4T2M2S. Bal-
ancing performance with energy efficiency, the 7T5M design
offers a robust solution for applications that require a high dy-
namic range, small area, and low latency, despite a relatively
higher energy consumption profile.

A comparative analysis of the proposed 7T5M aCAM
cell against recent multi-bit and analog CAM designs (as de-
tailed in Tab. 3 and Tab. 4) evaluates key performance metrics
such as the number of states, area, search delay, and energy
dissipation. Simulations were conducted with varying cell
counts per row: 64 for [43] and [44], 11 for [45], and 16
for [13] and the 7T5M design. The 7T5M aCAM achieves
the shortest search delay of 0.08 ns, though this rapid search
comes with the highest energy consumption of 77.6 fJ. The
area of the 7T5M aCAM is 0.546 μm2, which is slightly
less than the 8T2M aCAM but larger than the 2FE aCAM
and 3T-1FE MCAM. The 2FE aCAM [44] offers a balanced
performance with a search delay of 0.14 ns and the lowest
energy consumption of 0.4 fJ, though it occupies more area
than the 7T5M aCAM. These results highlight the impor-
tance of aligning CAM design choices with specific appli-
cation requirements, particularly in balancing speed, energy
efficiency, and area constraints.

6. Conclusion
In this paper, a new approach is proposed named 7T5M

design improving some design metrics such as a high dy-
namic range, small area, and low latency. This feature can
be achieved depending on applying gm/ID design methodol-
ogy where choosing a large gm/ID ratio obtains higher gain,
and speed, and minimizes power dissipation. This paper
also performs a comparison not only among four different
aCAM designs (6T2M, 10T2M, 8T2M, and 4T2M2S) but
also existing multi-bit FeFET-based CAMs and memristor-
based aCAM. These results underscore the need to consider
application-specific requirements when selecting a CAM de-
sign, particularly when balancing speed, energy efficiency,
and area constraints.
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7. Future Work
The accuracy challenges in analog-domain search oper-

ations remain unresolved, as there is no established method
for evaluating the accuracy of the proposed design. Addi-
tionally, the effects of process corner variations have not been
thoroughly examined. Future research will focus on defin-
ing appropriate figures of merit (FOMs) to quantify accuracy
and implementing Resistive RAM, as described in [47], with
post-layout simulations for validation. Moreover, the 𝑔m/𝐼D
design methodology will be utilized to develop a lookup
table for memristance programming, improving the overall
precision and robustness of the design.
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