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Abstract. Automatic modulation classification (AMC) rep-

resents a wide used technique for modulation format recog-

nition of signals considered to be a priori unknown. Due to 

the low algorithm and hardware complexity, AMC algo-

rithms based on fourth-order cumulants are still very popu-

lar. Presence of bias in standard cumulants estimated values 

of real signals constellations has positive impact on classi-

fication score for distinguishing real from complex signals. 

Therefore, one new approach in AMC is proposed in this 

paper, with focus on manipulation with theoretical expected 

cumulant values of real signals constellations, assuming 

artificially introduced bias will improve AMC performance. 

Artificial bias induction is done through modifications of 

standard cumulants mathematical formula. Performance of 

modified and standard fourth-order cumulants based AMC 

algorithms were explored in context of real and complex sig-

nals constellations. This was done through Monte Carlo 

simulations in propagation conditions which included Addi-

tive White Gaussian Noise (AWGN) and multipath propaga-

tion channel with known and unknown impulse response. 

Evaluation was done through the probability of correct clas-

sifications. Presented numerical results confirmed superior-

ity of algorithm based on artificial bias induction in classi-

fication of real and complex signals, in each considered 

propagation scenarios, especially in a radio environment 

with lower signal-to-noise ratio (SNR) values. The remark-

able AMC performance enhancements are up to 25%. 
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1. Introduction 

Automatic modulation classification (AMC) represents 

an important system’s process for performance improve-

ment of different modern wireless systems and applications. 

It stands for technique of modulation recognition process of 

the received signal, without a priori knowledge about its pa-

rameters. Information obtained by AMC is then used for fur-

ther demodulation of that signals. AMC found a significant 

importance in both military and civilian commercial systems 

and applications, such as cognitive radio, spectrum 

management, surveillance, software-defined radio (SDR), 

Internet-of-Things (IoT), smart reconfigurable transceivers, 

etc. [1–5]. 

After decades of development, AMC algorithms have 

diverged into two main categories: traditional recognition 

methods and Deep-Learning (DL)-based recognition meth-

ods [6]. The traditional AMC approaches can be also broadly 

divided into two types: likelihood-based (LB) hypothesis 

testing [7] and feature-based (FB) [8], [9]. LB is rooted in 

Bayesian theory and aims to achieve the optimal estimation 

of modulation schemes by minimizing the probability of 

misclassification. Although these methods are theoretically 

optimal, their excellent performance comes at the price of 

significant complexity what limit their practical application. 

From the other side, FB algorithms are based on pattern 

recognition approach, its determination, extraction of varia-

ble features of interest and their further processing for clas-

sification purposes. The common features include constella-

tion features [10], statistical parameter features [11], wavelet 

transform features [12] etc. With the increasing complexity 

of communication systems and the demand for rapid re-

sponse DL-based AMC technology has emerged. 

To meet current AMC application requirements, for 

extended performance, complex classifiers are used for ad-

ditional support of cumulant features, such as deep neural 

networks for fading channels [13], or DL methods [14], con-

sidered for various sets of digital signals’ constellations. 

Many modern algorithms perform extraction of several dif-

ferent features simultaneously and combine their classifica-

tion properties to improve performance. Higher order cumu-

lants (HOCs) have good performance under the additive 

white Gaussian noise (AWGN) channel, but their perfor-

mance degrades under fading channel. To overcome degra-

dation under multipath propagation channels algorithm 

based on mathematical manipulation and new forms of fea-
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tures generation of HOCs is proposed in [15]. Cyclostation-

arity-based modulation classification of linear digital modu-

lations in flat fading channels was explored in [16]. Also, the 

state of the art (SOTA) works reported high performance of 

algorithms for modulation recognition based on emerging 

DL technologies. In [17] composite deep convolutional neu-

ral network (CNN) architecture known as the composite 

dense-residual neural network (CDRNN) is used with fo-

cuses on enhancing the feature extraction and identification, 

aiming to achieve accurate recognition of modulation types 

with fading channels. The focus on high recognition accu-

racy is leading to large model size and high computational 

complexity, as well as issue of training and test time [18], 

which is improved by using of CNN [19]. From the other 

side, FB algorithms, even they were developed on the very 

beginning of the AMC research process, are still in research-

ers’ focus resulting with additional performance enhance-

ments. The most popular feature of interest in FB AMC is 

higher order statistics (HOS) – moments and cumulants, 

whereas cumulants have some advantages what make them 

especially interesting. AMC algorithms based on HOCs, i.e. 

fourth-order can still be treated as SOTA in AMC [20]. 

AMC based on fourth-order cumulants (construction of fea-

ture vector, then using mean and covariance matrix of that 

vector) is proposed in [12]. All these additional improve-

ments still ensure their superiority in terms of hardware re-

quirements, real-time applicability, low algorithm complex-

ity and other relevant aspects for implementation, in 

comparison with other modern methods based on artificial 

intelligence, neural networks, machine learning etc. [21], 

[22]. They also show to be superior in low computational 

complexity, memory requirements, and inference time when 

compared with other up-to-date AMC algorithms, like neu-

ral networks (with difference measured in several orders of 

magnitude) – but requiring additional performance improve-

ments to remain competitive with those algorithms [23].  

An insight into published research of these algorithms 

and their performance, shows that most frequently complex 

signals constellations (commonly M-array Quadrature Am-

plitude Modulation (MQAM)) were considered in propaga-

tion conditions with AWGN as a main source of signal deg-

radations. M-array Phase Shift Keying (MPSK) and MQAM 

classification in flat fading channel, and some advanced fea-

tures generation algorithm were reported in [16]. Modula-

tion classification of among the others and different MPSK 

and MQAM signals in AWGN and multipath channels were 

subject of research in [24]. Binary Phase Shifting Key 

(BPSK) modulation signals were considered in [25] under 

LB classifier and under CNN in [26]. In addition, other Pulse 

Amplitude Modulation (PAM) signals (PAM-4 to PAM-64) 

have also been subject of research in [1], under AWGN. 

Due to realistic working conditions (which include at 

least channel with AWGN) and degradation of signals some 

dispersion of normalized cumulants’ estimates around theo-

retical values is always present. This distribution phenome-

non was explored and explained for sixth-order estimated 

cumulants originally in [27]. An interesting effect is the 

presence of the bias in distribution of estimated cumulants 

values of real signals’ constellations due to cumulants’ for-

mula structure. It was shown that lower Signal-to-Noise 

(SNR) values generate strong bias for real signals’ estimates. 

From the other side, it was reported that cumulants estimates 

of complex constellations are unbiased. Also, if unbiased 

variant of cumulants’ mathematical formula is used, theoret-

ically expected values for complex signal constellations re-

main the same [21]. These effects have direct impact on im-

proved performance of cumulants based algorithms in 

distinguishing real signal constellations from complex sig-

nal constellations [1]. 

Therefore, one new approach is proposed in this paper. 

It is based on modification in terms of mathematical manip-

ulation over standard fourth-order cumulants formula used 

in [3]. That is done with purpose to artificially induce bias 

and consequently to decrease theoretically expected cumu-

lants’ values of real signals, which will make distance be-

tween expected theoretical values of cumulants of adjacent 

real and complex signals getting larger. In this way, hypoth-

esis made in this paper is that artificial bias induction of es-

timated cumulants of real signals can improve classification 

of various real from complex signals constellations. It will 

lead to better decision process and additional improvement 

of AMC performance in total in comparison with standard 

fourth-order based algorithm.  

The performance of a novelly proposed algorithm 

based on artificial bias induction is evaluated through the 

value of introduced parameter, probability of correct classi-

fication, Pcc. A comparative analysis is conducted with 

standard fourth-order cumulants based algorithm for signals 

that have been modulated as real or complex signals. Tested 

scenario in this paper included real (BPSK) and complex 

(QPSK, 16-QAM, 64-QAM) signal constellations. Besides 

channel with AWGN only, performance of the tested algo-

rithms was analyzed under multipath channel conditions as 

well. In this context, channel with known and unknown im-

pulse response was used during simulations conducted for 

performance evaluation.  

Considering this, focus in this paper was on the design 

of low complexity AMC algorithm for high-demanding real-

world propagations scenarios, while maintaining simplicity 

and improving high accuracy. The main contributions are 

summarized as follows: 

 An efficient model that can enhance AMC performance 

over standard fourth-order cumulants based AMC up to 

25%, keeping the low complexity. Low computational 

complexity benefits real-time applications (i.e. 

intelligent communication receivers, cognitive radio, 

spectrum sensing, IoT). 

 Improved classification accuracy even in high-de-

manding radio environment including multipath chan-

nel with unknown impulse response whose coefficients 

need to be estimated. The proposed algorithm can be 

further improved in the field of channel coefficient es-

timation by using an advanced SOTA algorithms.  

 Classification accuracy with low computational com-
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plexity in level of SOTA algorithms based on tradi-

tional cumulants and DL-based. 

The paper is organized as follows: considered standard 

and novelly proposed artificial bias induction fourth-order 

cumulant based AMC algorithms are described in Sec. 2. 

and Sec. 3, respectively. Estimation of cumulants values in 

multipath propagation conditions is shown in Sec. 4. Simu-

lation results and discussion are presented in Sec. 5, while 

conclusion is given in Sec. 6. 

2. AMC Algorithms Based on 

Standard Fourth-order Cumulants  

The received signal sequence, corrupted by AWGN, is 

commonly expressed as: 

 ( ) ( ) ( )y n x n g n   (1) 

with x(n) being transmitted symbols whose modulation for-

mat being a priori unknown, while g(n) stands for samples 

of zero mean AWGN having variance of σg
2. If zero-mean 

random variable x  is associated with transmitted sequence 

x(n), its second-order cumulant in structure of cum(x,x*), 

where x* denotes conjugate value of x, is defined as: 

  2

21,xC E x  (2) 

where E( ) represents mathematical expectation, which is 

realized as an average value over observed signal samples.  

According to joint cumulant generating formula [28] 

the standard fourth-order cumulant of random variable x in 

structure cum(x, x, x*, x*) is defined as: 

      
24 2 22

42,x 2C E x E E xx   . (3) 

The normalized fourth-order cumulants, Ĉ42,x is de-

fined as: 

 
42,

42,x 2

21,x

ˆ
(C )

xC
C  . (4) 

Normalized values are necessary as the signal power at 

the receiving side is not a priori known, and thus to avoid 

potential problems with different signal power levels for the 

same modulation type signals, as well as for the different 

modulation types. 

For AWGN, only the first and second order cumulants 

exist (for orders larger than two cumulant value is zero). Due 

to this characteristic of normal distributed random variables 

and the additivity feature of cumulants, it is possible based 

on estimated fourth-order cumulants of the received signal 

y(n) to estimate fourth-order cumulants of the random vari-

able x(n) respectively [29]. 

In analogy, for random variable y, associated with the 

sequence y(n) from (1), for propagation conditions in form 

of channel with AWGN only, corresponding cumulants of 

the received signal is related to cumulants value of the 

transmitted signal as: 

 42,y 42,x ,C C  (5) 

 
2

21,y 21,x gC C   . (6) 

Finally, if cumulants of transmitted signals are ex-

pressed over cumulants of received signal by combining (5) 

and (6), and by inserting it in (4), the following relations be-

tween cumulant values of signals x and y stand as: 

 
42,y

42,x 2 2

21,y g

ˆ
(C )

C
C





. (7) 

The detailed derivation of the formulas is shown in 

[30]. The numerical value of the fourth-order normalized cu-

mulants can be used for modulations classification needs, 

since this value is different for all considered modulations 

techniques. The modulation classification is executed via 

comparison of calculated values of normalized cumulants’ 

estimates with predefined threshold values. Optimal thresh-

olds are positioned at the middle of successive intervals cor-

responding with theoretical values for every particular mod-

ulation format under observation. 

3. AMC Algorithm Based on Artificial 

Bias Induction in Standard Fourth-

order Cumulants 

A novel proposed algorithm is based on exploitation of 

standard fourth-order cumulant mathematical formula struc-

ture. By adequate manipulation over mathematical form in 

(3) artificial bias is inducted, and theoretically expected 

value of cumulants of real signal constellations is changed 

in that manner it is decreased (shifted left on a horizontal 

axis). In this way, thanks to existing bias phenomenon and 

its additional artificial induction, cumulants’ estimates of 

real signals are additionally moved to the left from the orig-

inal theoretical value generated based on (3). That means es-

timated cumulants’ values of real signals are distributed 

around a new theoretical value, which is now on a longer 

distance from theoretical cumulants’ values of the adjacent 

complex signal. It is assumed it will create preconditions for 

more accurate results in terms of modulation classification 

between real and complex signal constellations, and conse-

quently on a total score of modulation recognition process.  

The subject of modification is the second member in 

(3), because theoretical values of real signals cumulants are 

directly related to that. By multiplying the second member 

in (3) with introduced bias coefficient K, which is chosen as 

some positive number from a set of integers, the proposed 

modified formula for the fourth-order cumulant, labelled as 

C42,xm is obtained as: 

    
2

4 2 2 2

42,xm ( ) 2C E x K E x E x   . (8) 
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In that manner, artifical bias is inducted and the modi-

fied theoretical value of fourth-order cumulant of BPSK sig-

nal constellation is decreased for bias coefficient K and it is 

calculated as: 

 42,xm (BPSK) 1C K   . (9) 

It should be noted that case K = 1 corresponds to stand-

ard formula (3) [28], and the other chosen values (higher 

than 1) for bias coefficient K correspond to the proposed 

modified AMC algorithm. Theoretical values of normalized 

fourth-order cumulants, for considered BPSK, QPSK,  

16-QAM and 64-QAM constellations, for cases K = 1, K = 2 

and K = 10 are given in Tab. 1. This was verified by numer-

ical analysis using MATLAB software tool, by calculating 

the estimates of normalized fourth-order cumulants Ĉ42,x for 

each of the modulation formats from the observing set 

{BPSK, QPSK, 16-QAM, 64-QAM}, where the mathemat-

ical expectations in (2) and (3) were calculated in the form 

of mean values over the ensemble of corresponding symbols 

for each modulation technique of interest. 

Modification of bias coefficient K does not affect the-

oretical values of cumulants of complex signal constella-

tions. Due to artificial bias induction (for K > 1) and pro-

duced artificial changes in theoretical values for BPSK 

accordingly, additional analysis in this paper included a sce-

nario with threshold adjustment. An assumption is that it will 

additionally improve results for differentiation between 

BPSK and QPSK signal constellations, and consequently to-

tal results of modification recognition process. For example, 

by using standard cumulant formula (3) the theoretically ex-

pected value of cumulant for BPSK signal is –2 (for K = 1) 

and accordingly the threshold value for differentiation be-

tween BPSK and the nearest complex constellation, QPSK, 

is set to the value of –1.5. The threshold is obtained as the 

value in the middle of successive intervals corresponding 

with theoretical values for BPSK and QPSK. For K = 2, the 

theoretically expected value for BPSK signals is modified to 

–3, so the decision threshold for differentiation of BPSK and 

adjacent QPSK signals can be adjusted to the new value of 

–2. For K = 10, the theoretically expected value for BPSK 

signals is modified to –11, so the decision threshold for dif-

ferentiation of BPSK and adjacent QPSK signals can be 

adjusted to the new value of –6.  

4. AMC Algorithms in Multipath 

Channel with Fading 

The problem of AMC in multipath environments is 

challenging and complex. To be able to solve real-world 

AMC problems, evaluation of performance of AMC algo- 
 

Constellation K = 1 K = 2 K = 10 

BPSK –2.000 –3.000 –11.000 

QPSK –1.000 –1.000 –1.000 

16-QAM –0.680 –0.680 –0.680 

64-QAM –0.619 –0.619 –0.619 

Tab. 1. Theoretical values of the normalized fourth-order 

cumulant in terms of coefficient K. 

rithms should include analysis of modulation recognition 

process in scenario with more realistic environments, not 

AWGN only.  

Along with degradation due to AWGN, the transmitted 

signals are often exposed to fading due to multipath propa-

gation effects. Propagation channel is described as Rayleigh 

multipath fading channel and modelled in form of a filter 

with finite impulse response of length L and coefficients 

h(k), k = 0, 1, 2,…, L – 1. It should be noted that channel im-

pulse response is not treated as ideal. The received signal is 

obtained as a sum of a linear convolution between transmit-

ted signal x(n) and channel impulse response h(k), and 

AWGN noise [3] as: 

 
1

0

( ) ( ) ( ) ( )
L

k

y n h k x n k g n




   . (10) 

To estimate correct values of cumulants in these cir-

cumstances, propagation channel impact must be taken into 

consideration. It is quantified through the channel compen-

sation coefficient β [29], [30] as follows: 

 

1
4

0

1
2 2

0

( )

( ( ) )

L

k

L

k

h k

h k















. (11) 

The scaling of cumulants values with coefficient β is 

done with purpose to compensate channel effects. It should 

be noted that for determination of coefficient β from (11), it 

is assumed channel impulse response is a priori known. In 

this scenario, determination of the normalized fourth-order 

cumulants for multipath propagation channel is finally ob-

tained as [28]: 

 
42,y

42,x 2 2

21,y g

1ˆ
(C )

C
C

 



. (12) 

In practice, real working conditions do not imply 

knowledge of channel impulse response on the receiving 

side. In such circumstances, it is necessary to estimate all the 

relevant parameters based on the received signals. It is of 

interest to test AMC performance in a more realistic propa-

gation scenario. Therefore, environment with unknown 

channel impulse response was further considered. In this 

case, CR channel coefficients and channel compensation co-

efficient β must be estimated based on the received signal 

y(n). It is done by using HOS elements, as it was shown in 

[30]. This approach is much less complex comparing to dif-

ferent types of equalizers (either customized for signals 

modulated according to the modulation formats of interest, 

either constant modulus algorithm (CMA) and multimodu-

lus algorithm (MMA) equalizers) for multipath propagation 

compensation. Therefore, this approach is particularly inter-

esting from the aspect of simplicity during the practical im-

plementation of AMC algorithms, as well as from the aspect 

of economy in terms of occupying the resources necessary 

for implementation. 

The detailed derivation of the formulas is shown in 
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[30]. For this purpose, the approach with fourth order mo-

ments mc
4 of the received signal for lags denoted as ,  and 

θ respectively, was used [28–30] as: 

  4

c ( , , ) ( ) ( ) ( ) ( )m E y n y n y n y n         . (13) 

Lags L – 1, L – 1, k represent values , , θ respectively 

in moments definition [30], and by replacing it in (13), it is 

obtained: 

 4

c ( 1, 1, ) ( ) ( 1) ( 1) ( )m L L k E y n y n L y n L y n k       

     (14) 

where k = 0, 1, …, L – 1. Further, for these lags it can be 

shown that the next relation is valid: 

 
4 4

c ( 1, 1, ) ( ) (0) ( 1) ( 1) ( )m L L k E x h h L h L h k     . (15) 

According to the moment value mc
4 for k = 0, the 

following relation is established: 

 4 4

c ( 1, 1,0) ( ) (0) ( 1) ( 1) (0).m L L E x h h L h L h      (16) 

Finally, the normalized channel coefficients ĥ(k) can 

be determined as: 

 

4

c

4

c

( 1, 1, )( )ˆ( )
(0) ( 1, 1,0)

m L L kh k
h k

h m L L

 
 

 
. (17) 

Channel coefficients are estimated by replacing h(k) in 

(11) with ĥ(k), and then by using (12) correct fourth-order 

cumulants value can be expected. It is evident the excep-

tional simplicity of AMC algorithms based on HOC values, 

even in the case of multipath propagation channels with un-

known impulse response (if as the method for estimation and 

channel impact compensation, the above-described method 

with the fourth-order moments of the received signal is 

applied). 

Finally, as a summary, considering these estimated cu-

mulants values and comparing it with predefined thresholds 

based on Tab. 1, AMC process can be implemented under 

a real-world communication channel with unknown impulse 

response. In case of multipath channel with a priori known 

impulse response, modulation recognition is done by com-

paring the estimated cumulants values from (12) with the 

predefined thresholds based on Tab. 1. It should be noted, 

that channel compensation coefficient β is calculated from 

(11), but in case of a channel with known impulse response, 

channel coefficients are known and estimation by usage of 

(13–17) is not needed. For AWGN only channel, modulation 

process consists of comparing values obtained from (7) with 

the predefined thresholds based on values from Tab. 1. It is 

considered noise variance is known. To the best of our 

knowledge, this is the first analysis of AMC performance for 

algorithms based on exploitation of artificial bias induction 

in standard fourth-order cumulants in propagation condi-

tions including AWGN and multipath propagation channel, 

both with known and unknown channel impulse response.  

5. Performance Evaluation 

The transmitted signals are modelled in a form of com-

plex (QPSK, 16-QAM, 64-QAM) and real (BPSK) signal 

constellations. The random selection of each modulation for-

mat occurs with equal probability. The transmitted signals 

are corrupted by noise, which is modelled as AWGN, with 

variance consider to be known. In addition, multipath prop-

agation channel (Rayleigh fading channel model), repre-

sented in a form of a filter with finite impulse response, is 

considered as well, both with known and unknown impulse 

response. Finally, modulated symbols are processed and 

classified by using different fourth-order cumulants based 

AMC algorithms. 

For the conducted simulations overall sample size N 

was 2000 symbols. One way to control the overall perfor-

mance of AMC algorithms, which therefore vary depending 

on the channel conditions, is to use a larger sample length N 

during the classification process. The selected sample size 

should enable robustness of the observed AMC algorithms 

to the reduction of the SNR value in the system, but addi-

tional improvement and performance robustness is obtained 

with increasing of the sample size. Therefore, how to bal-

ance the algorithm model complexity and sample size is also 

a worthy research direction to design more accurate and ef-

ficient models.  

Multipath channel with known impulse response is 

modelled as dispersive channel of length L = 2 with known 

channel coefficients: h0 = 1 – i 0.5 and h1 = 0.6 – i 0.3. 
A “two path” channel model was used for reasons of sim-

plicity. However, results are of a general importance, as the 

same procedure of determination of channel impact coeffi-

cient would be applied and for channels with known impulse 

response with larger number of paths (L > 2). Dispersive 

channel model coefficients were selected to enable offsets in 

values for fourth-order cumulants of BPSK signals. For 

a fair comparison with previously published algorithms and 

their reported performance, identical parameters were used 

in the evaluation. Even if channel compensation coefficient 

β is known, channel impact cannot be compensated and off-

set is present, what creates difference between theoretically 

expected and obtained values of cumulants of BPSK signals.  

A multipath channel with an unknown impulse re-

sponse is modelled as the Rayleigh fading channel. The 

change in channel impulse response over time is an im-

portant practical aspect. It is of interest to test the robustness 

of the AMC algorithms to these changes, because it provides 

an important information about the potential for practical 

implementation of the AMC algorithms. Therefore, the 

channel coefficients were generated as random variables 

during numerous experiments. The channel coefficient is 

formed in the following way: h(0) = 1, while other coeffi-

cients h(i), i = 1, 2,…, L – 1 are generated as zero mean mu-

tually independent complex Gaussian random variables with 

variance σ = 0.05 [30]. The channel length was chosen as L= 4. 

The proposed AMC algorithms based on artificial bias 

induction in standard fourth-order cumulants, for both con-

sidered test scenarios, K = 2 and K = 10, were tested along 

with AMC algorithm based on standard fourth-order cumu-

lant formula (K = 1), for the reasons of comparison. Due to 

artificial bias induction, theoretical expected values of 

fourth-order cumulants of BPSK signals are modified. 
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Therefore, in addition it was of interest to conduct analysis 

of AMC performance of the proposed algorithms with mod-

ified thresholds for differentiation of BPSK and QPSK sig-

nals according to new theoretical expected values of cumu-

lants of BPSK signals (–2 and –6 for K = 2 and K = 10, 

respectively). Performance evaluation of AMC algorithms 

was done by comparing the obtained Pcc values during con-

ducted simulations, for the same real and complex constel-

lations simultaneously, under different considered channel 

environments for SNR range {–10, +10} dB. Thanks to in-

ducted bias in estimated cumulants, better diffentiation of 

BPSK signals from complex signals is enabled, and overall 

AMC performance is improved. That is why for each of 

propagation scenarios probability values were shown for 

two cases – for successful classification of BPSK signals 

only and for all the considered real and complex signals. Pre-

sented performance evaluation was carried out through 2000 

Monte Carlo simulations, implemented in MATLAB soft-

ware [31]. For reproducible research, all simulations code is 

open for considerations and use of other researchers, and can 

be found at [32]. 

5.1 AWGN Channel 

The Pcc values for algorithms based on standard and 

modified (with artificial bias induction) fourth-order cumu-

lants for different values of bias coefficient K, as well as for 

algorithms with accordingly adjusted thresholds between 

BPSK and QPSK signals, were estimated in a wide range of 

SNR values [–10 to +10 dB]. The results for classification 

of BPSK signals only and for all considered real and com-

plex signals are shown in Fig. 1 and Fig. 2, respectively.  

It is obvious from Fig. 1 that always present offset in 

cumulants estimates for real signals (BPSK), additionally 

amplified with artificial bias induction, is directly causing 

significantly better performance in recognition of BPSK 

modulation format. All the novelly proposed algorithms 

have perfect accuracy and have demonstrated maximal 

AMC performance, without making a single classification 

error. From that reason, corresponding color curves related 

to these algorithms in Fig. 1 are overlapping, but only pink 

color is seen as it is visually dominant over the other colors. 

The difference in results comparing with standard cumulants 

based algorithm is from 45% for low SNR zones, then it is 

reducing while SNR is increasing, until results converged 

for SNR = 2 dB approximately. Advantage achieved for 

BPSK signals classification has positive impact in better re-

sults for total Pcc values when all real and complex signals 

are observed, and results are improved for approximately 

20% in low SNR zones and around 10% for the zones with 

higher SNR value. 

5.2 Multipath Channel with Known Impulse 

Response and AWGN 

A multipath channel is modelled as a dispersive chan-

nel, with known channel coefficients. Simulations for per-

formance evaluations are conducted in the same manner as 

 

Fig. 1. Pcc of BSPK signals for different fourth-order 

cumulants based AMC vs. SNR in AWGN channel. 

 

Fig. 2. Pcc for different fourth-order cumulants based AMC vs. 

SNR in AWGN channel. 

 

Fig. 3. Pcc of BPSK signals for different fourth-order 

cumulants based AMC vs. SNR in a multipath channel 

with a known impulse response. 

 

Fig. 4.  Pcc for different fourth-order cumulants based AMC vs. 

SNR in a multipath channel with a known impulse 

response. 

for AWGN channel. The Pcc results for successful recogni-

tion of BPSK signals and for all the considered real and com-

plex signals’ constellations are illustrated in Fig. 3 and 



230 R. BOZOVIC, V. ORLIC, G. KEKOVIC, ARTIFICIAL BIAS INDUCTION IN FOURTH-ORDER CUMULANTS BASED AUTOMATIC … 

 

Fig. 4, respectively. Obviously, the impact of multiple prop-

agation implies a significant increase in the variances of the 

obtained estimates of normalized fourth-order cumulants, 

which leads to a degradation of the overall performance of 

the AMC comparing to a channel with AWGN only. 

As it is evident from Fig. 3, artificially induced bias is 

significantly contributing for better recognition of BSPK 

signals in this propagation channel model. All the proposed 

algorithms have demonstrated better AMC performance 

comparing with standard algorithm, in range of approxi-

mately 30% to 70% for low SNR zones. Difference is then 

reduced if SNR is increasing, up to almost equal achieved 

results for SNR values approximately around 7 dB. If mod-

ulation recognition process of all observed real and complex 

signals is considered, AMC performance of the proposed al-

gorithms is improved for approximately 10–20% for the 

lower (negative) SNR values, especially for algorithms with 

a higher value of bias coefficient K and an adjusted decision 

threshold between BPSK and QPSK signals. For positive 

values of SNR, all tested algorithms achieved results on the 

approximately same level, with accuracy of 88% for 

SNR = 10 dB. 

5.3 Multipath Channel with Unknown 

Impulse Response and AWGN 

For case of a multipath channel with an unknown im-

pulse response, channel structure was estimated as described 

in Sec. 4. The same set of simulations was conducted as for 

previous two propagation channel models, and results were 

 

Fig. 5. Pcc of BPSK signals for different fourth-order 

cumulants based AMC vs. SNR in a multipath channel 

with an unknown impulse response. 

 

Fig. 6. Pcc for different fourth-order cumulants based AMC vs. 

SNR in a multipath channel with an unknown impulse 

response. 

collected under the same SNR conditions. Results for clas-

sification of BPSK signals only and for all considered real 

and complex signals are shown in Fig. 5 and Fig. 6, respec-

tively. 

According to the achieved results illustrated in Fig. 5 

and Fig. 6, AMC performance is significantly deteriorated 

comparing to AWGN and dispersive multipath channel, 

what is expected due to difficult propagation conditions. 

Communication channel in a form of a multipath channel 

with an unknown impulse response causes serious signal 

degradations. Estimation of unknown channel coefficients 

cannot enable compensation of channel impact on estimated 

fourth-order cumulants. All that leads to bigger dispersion 

of cumulants values and wrong classification decisions. As 

it can be seen in Fig. 5, classification of BPSK signals for 

standard AMC algorithm is becoming perfect for values of 

SNR higher than 3 dB. The other proposed AMC algorithms 

achieved better results up to 60% depending of SNR value. 

If the total AMC performance shown in Fig. 6 is analyzed, 

the novelly proposed algorithms demonstrated superiority 

and improvements for approximately 10–20% in the whole 

SNR range, especially the algorithm with a higher value of 

bias coefficient K in zones with SNR < –2 dB, and the algo-

rithm with a higher value of bias coefficient K and modified 

decision threshold for the remaining SNR values. 

5.4 Discussion 

Generally, it is obvious from Figs. 1–6 that artificial 

bias induction, done by modification of standard fourth-or-

der cumulant formula, results in higher accuracy of BPSK 

signals classification and consequently overall AMC perfor-

mance for the whole considered SNR range for each propa-

gation scenario for all observed real and complex signals’ 

constellations. Also, it was confirmed by conducted simula-

tions that increasing of introduced bias coefficient K will re-

sult in higher values of Pcc and better AMC performance un-

der each observed propagation conditions. That is 

consequence of better distinguishing of real from complex 

signals and thus leads to improved modulation recognition 

process in total. Furthermore, if the decision threshold is ad-

justed according to the modified theoretical cumulants val-

ues, generated by artificial bias induction for BPSK, the total 

Pcc values will be additionally improved for the whole SNR 

range and for each considered propagation scenario, except 

for lower SNR zones in multipath channel with unknown 

 

Fig. 7. Resulting histogram of 4th order cumulants’ estimates in 

dispersive channel at SNR = 0 dB, corresponding to 

QPSK and BPSK signals. 
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impulse response (SNR < –2 dB). This effect is illustrated in 

Fig. 7, where resulting histograms of fourth-order cumulants 

(standard and novelly proposed) values estimated in the 

channel with a known impulse response (dispersive channel) 

are presented at SNR = 0 dB. 

As it can be noticed from Fig. 7, while cumulants esti-

mates of complex (QPSK) constellation are strictly unbi-

ased, with increasing of coefficient K value low SNR values 

introduce stronger artificially created bias for BPSK signal’s 

cumulant estimates. This effect represents the reason for the 

excellent classification performances presented above if us-

ing standard threshold value. But, by additional threshold 

adjustment, distinguishing of BPSK from complex QPSK 

signals in all simulations scenarios comes with even more 

superior classification performance comparing to standard 

threshold value. 

If we compare achieved results for different propaga-

tion channels, the following can be concluded. As it can be 

seen from Fig. 2, in AWGN channel novelly proposed algo-

rithms achieved accuracy of 60% approximately for 

SNR = –3 dB and 97% for SNR = 10 dB, comparing to ap-

proximately 60% for SNR = –1 dB and 86% for 

SNR = 10 dB. Also, it can be noticed that increasing of bias 

induction coefficient and decision threshold adjustments ad-

ditionally contribute to AMC performance improvement in 

lower SNR zones. For multipath channel with known im-

pulse response, as it can be seen from Fig. 4 total classifica-

tion score is improved in negative SNR zones by using no-

velly proposed algorithms, while in positive SNR zones 

results are on similar level for all tested algorithms, with 

lower accuracy comparing to AWGN, but still high: around 

88% for SNR = 10 dB. In a scenario with multipath channel 

with unknown impulse response Pcc results are lower com-

paring to other two propagation channels. That is expected 

due to more complex radio environment and bigger signal 

degradations. Unknown channel coefficients need to be es-

timated first to be able to compensate channel impact to es-

timate correct cumulants values. But, even in this case, im-

provements for Pcc can be noticed when using algorithms 

based on artificial bias induction in fourth-order cumulants. 

For negative SNR zones, if bias coefficient is larger, classi-

fication score is higher. For positive SNR zones algorithms 

with adjusted thresholds obtained the best results, with ac-

curacy of 55% for SNR = 10 dB comparing to 45% for 

standard fourth-order cumulant based AMC algorithm. 

Another comparison should be made with results 

achieved in relevant traditional and DL-based AMC algo-

rithms mentioned in Sec. 1. Average performance accuracy 

for classification of different MPSK and MQAM signals by 

using HOCs for SNR = 10 dB reported in [24] was around 

84.5% for faded channel. Algorithms proposed in this paper 

demonstrated accuracy of 88% in multipath channel with 

known impulse response, as shown in Fig. 4, what means 

performance is enhanced for few percent. In [16], by using 

new generative feature, performance accuracy of classifica-

tion of MPSK and MQAM signals of 98.78% was reported 

in flat fading channel for SNR = 10 dB. Computational com-

plexity is raised in this case due to additional cost required 

for generation of new feature prior to classification. In [7], 

authors have shown that the performance accuracy of differ-

ent Amplitude-Shift Keying (ASK), BPSK, QPSK, and  

M-QAM classification by using cyclic cumulants is 80%, for 

SNR = 10 dB. Performance improvement is around 8% 

comparing to this result in [7]. By using composite deep 

CNN architecture known as the CDRNN in [17] the recog-

nition accuracy can reach 92.1% for SNR = 18 dB. 

Another important aspect for AMC algorithms evalua-

tion is potential for practical implementation. Real-time 

communications are keen of time where requests need to be 

processed in very short time. The proposed AMC algorithms 

is characterized with low computational complexity mean-

ing real-time applications (i.e. intelligent communication re-

ceivers, cognitive radio, spectrum sensing, IoT) can benefit 

of using it. With the rapid development of 5G networks in 

recent years, the growth of massive IoT devices demands 

improved communications performance with limited availa-

ble resources, and thus efficient AMC algorithms are cru-

cially important for the future IoT devices with limited com-

puting and energy resources. The computational order of the 

proposed fourth-order cumulants based AMC is O(N), while 

for DL-based algorithms samples are used as input in neural 

network and extracted feature represents preprocessing step 

before classification adding to the overall computational 

costs. 

6. Conclusion 

Standard cumulants-based AMC algorithms are estab-

lished as a very representative and wide used. AMC algo-

rithm based on artificial bias induction in fourth-order cu-

mulants is proposed in this paper. Comparative analysis of 

AMC performance in terms of Pcc is done for algorithms 

based on standard and modified (with artificial bias induc-

tion) fourth-order cumulants. By introducing and modifica-

tion (increasing) of bias coefficient K, which is directly re-

sponsible for theoretical expected values of cumulants of 

BPSK signals, artificial bias is inducted. Therefore, distance 

between theoretical expected estimates of cumulants of 

BPSK and adjacent QPSK signal is becoming larger. The 

goal is to enhance capability to differentiate real and com-

plex signals constellations and thus to improve AMC perfor-

mance in total. In addition, thresholds for differentiation are 

adjusted according to the new obtained theoretical values as 

well, what contributes to better results in modulation recog-

nition process.  

According to the conducted evaluation performance 

tests and achieved numerical results, it can be concluded that 

the proposed algorithm based on artificial bias induction sig-

nificantly improves AMC performance, what is a crucial ac-

complishment of this paper. Superiority is confirmed 

through bigger Pcc values of modulation classification for set 

of real (BPSK) and complex signal constellations (QPSK, 

16-QAM, 64-QAM), over whole considered SNR range for 

each propagation scenarios, including AWGN and multipath 

channel with known and unknown impulse response. The 



232 R. BOZOVIC, V. ORLIC, G. KEKOVIC, ARTIFICIAL BIAS INDUCTION IN FOURTH-ORDER CUMULANTS BASED AUTOMATIC … 

 

remarkable achieved AMC performance enhancements are 

up to approximately 25%. 

The value of introduced bias coefficient K can be sub-

ject of optimization to achieve even better results depending 

of classification accuracy demands for some concrete appli-

cation. The proposed algorithms enhance AMC perfor-

mance, but keep low implementation complexity, as well as 

acceptable computational order, which makes them attrac-

tive candidate for practical implementation in real-time ap-

plications (cognitive radio, IoT, spectrum sensing, etc.). The 

computational order of novelly proposed fourth-order cumu-

lants based AMC is still O(N), as it is for standard fourth-

order cumulants based AMC algorithm. For DL-based algo-

rithms due to preprocessing before classifications, overall 

computational costs are increased. 

Better channel coefficient estimation results can im-

prove AMC performance for radio environment with multi-

path propagation in channel with unknown impulse re-

sponse. Certainly, this should be subject of future research 

and some advanced SOTA algorithms (based on DL, artifi-

cial intelligence, etc.) should be included to enable better es-

timation of channel coefficients as well as robustness on 

their changes over time what corresponds to real-world 

channels. In addition, analysis should be expanded with 

complex higher order modulation schemes (i.e. 128, 256-

QAM), as well as other real signal constellations. AMC al-

gorithm performance testing in other models of multipath 

channel would be of interest. Comparative AMC perfor-

mance analysis with other relevant and advanced SOTA 

AMC algorithms would be of high interest as well. 
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