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Abstract. Addressing the challenge of feature extraction 

for Low Probability of Intercept (LPI) radar signals under 

low signal-to-noise ratio conditions, this study introduces 

a new method for intra-pulse modulation recognition of 

LPI radar signals based on an enhanced MobileNet archi-

tecture. Initially, a Time-Frequency Image (TFI) prepro-

cessing technique suitable for LPI radar signals is pro-

posed, which significantly improves the recognition 

accuracy of subsequent networks for intra-pulse modula-

tion of LPI radar signals. Subsequently, the MobileNet 

network is modified by integrating Hybrid Dilation Convo-

lution (HDC) and Efficient Channel Attention (ECA) mod-

ules, resulting in the development of an improved Mo-

bileNet. This enhanced network expands the receptive field 

of feature maps and improves the network's ability to cap-

ture channel and positional information. Additionally, 

a label smoothing strategy is utilized to optimize the net-

work training process, reducing overfitting and enhancing 

sample clustering performance. Simulation experiments 

indicate that this method not only yields a high recognition 

accuracy rate but also outperforms existing comparative 

networks with fewer parameters. 
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1. Introduction 

With the rapid development of electronic counter-

measure technologies, the widespread application of Low 

Probability of Intercept (LPI) techniques has intensified 

competition between jamming and anti-jamming, leading 

to the emergence of various complex modulation types of 

LPI radar signals [1]. The low probability of intercept of 

these signals poses significant challenges for signal modu-

lation recognition. In complex electromagnetic environ-

ments, the modulation recognition of LPI radar signals has 

become a crucial step from radar interception to infor-

mation acquisition, serving as a core technology in radar 

reconnaissance and jamming. It is also a key issue that 

urgently needs to be addressed [2]. 

Traditional LPI radar signal recognition technologies 

based on pulse description words have failed to meet the 

demands of modern battlefield scenarios, prompting re-

searchers to turn their focus to the exploration of the intra-

pulse characteristics of LPI radar signals [3]. In recent 

years, with the significant advancement of deep learning in 

fields such as machine vision and natural language pro-

cessing, the application of deep neural networks for the 

automatic recognition of LPI radar signal modulation 

schemes has become a research hotspot [4–7]. Literature 

[8] proposes a structure that combines Convolutional Neu-

ral Networks (CNN) with Long Short-Term Memory 

(LSTM) networks, where the CNN extracts spatial features 

and the LSTM captures temporal features, allowing for the 

simultaneous utilization of spatiotemporal information. 

Simulation results show that at a Signal-to-Noise Ratio 

(SNR) of –4 dB, the recognition accuracy for 8 types of 

LPI radar signals can reach 95.62%. Despite the high per-

formance of this method, the CNN requires a large number 

of convolution, pooling, and matrix operations, leading to 

high computational complexity. Literature [9] introduces 

an LPI-Net-based deep convolutional neural network 

method for LPI radar waveform recognition, which, com-

bined with the Choi-Williams Distribution (CWD) tech-

nique, achieves an accuracy rate exceeding 98% at 0 dB 

SNR. However, this method experiences a more severe 

interference from noise at low SNRs, which degrades its 

feature extraction capability and results in lower accuracy. 

Literature [10] proposes a CNN detection algorithm for 

four typical LPI radar signals, constructing detection mod-

els suitable for different modulation methods, parameters, 

and SNRs, and demonstrating good detection performance 

at low SNRs. Nevertheless, the performance of this algo-
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rithm is dependent on the quality and quantity of the train-

ing data, while the limited variety of LPI radar signals 

results in limited generalization ability. 

Despite the progress made by literatures [8–10] in en-

hancing the recognition capabilities of LPI radar signals, 

there remains a shortfall in the rapid identification of low-

detectability LPI radar signals with similar features under 

low SNR environments. Addressing this issue, this study 

proposes an improved MobileNet-based method for intra-

pulse modulation recognition of LPI radar signals. The 

main contributions are as follows: 

 A TFI enhancement method is proposed, which effec-

tively improves the accuracy of intra-pulse modula-

tion recognition of LPI radar signals from the per-

spective of signal preprocessing. 

 An efficient lightweight network is proposed, based 

on MobileNetV2 and incorporating Hybrid Dilated 

Convolution (HDC) and Efficient Channel Attention 

(ECA) modules, to construct the Dilated ECA-

MobileNet (DEMNet). This expands the receptive 

field of the feature maps and enhances the network's 

ability to capture channel and positional information. 

 To enhance the generalization capability of the net-

work, a label smoothing strategy is introduced to 

avoid overfitting, thereby improving the accuracy and 

robustness of the model in recognizing unknown in-

tra-pulse modulation types of LPI radar signals. 

This paper is organized as follows: The second part 

elaborates on the innovative methods for establishing the 

signal model and the DEMNet model; the third part pre-

sents the experimental design and result analysis; and the 

fourth part summarizes the contributions of this paper. 

2. Signal Model Establishment 

2.1 LPI Radar Signal 

LPI radar signals are specially designed radar signals 

aimed at reducing the likelihood of detection and intercep-

tion by enemy electronic support measures systems while 

performing radar detection tasks. The general mathematical 

expression of an LPI radar signal is: 
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where A is the amplitude of the signal, rect() is the gate 

function, T is the pulse width of the signal, fc is the carrier 

frequency, 0 is the initial phase of the signal, and (t) is 

the phase function with respect to time, which determines 

the modulation pattern of the signal. 

2.2 Time-Frequency Feature Image 

Enhancement Processing 

In the recognition process, the algorithm utilizes 

Time-Frequency Analysis (TFA) technology, transforming 

one-dimensional time-domain signals into two-dimensional 

time-frequency distribution maps, which is particularly 

critical [11]. Commonly used time-frequency analysis 

methods include Short Time Fourier Transform (STFT) 

[12], Wigner-Ville Distribution (WVD) [13], and Chirp-

Wigner Distribution (CWD) [14]. Among them, WVD has 

excellent time-frequency resolution capabilities but suffers 

from the problem of cross-terms [15], [16]. This limitation 

has stimulated the development of techniques to suppress 

cross-terms, including CWD and Smoothed Pseudo Wig-

ner-Ville Distribution (SPWVD). SPWVD is obtained by 

convolving WVD with a smoothing function and has good 

cross-term cancellation effects and time-frequency cluster-

ing features, leading to its widespread application in practi-

cal engineering [17]. The expression for SPWVD is as 

follows: 
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In the expression, ( )g u and ( )h  represent the window func-

tions in the time domain and frequency domain, respectively. 

Although SPWVD can suppress some cross-terms, 

there is still noise and redundant information in the time-

frequency image, making image enhancement prepro-

cessing necessary, which involves grayscaling, Wiener 

filtering for noise reduction, principal component extrac-

tion, and adaptive cropping. This process is shown in 

Fig. 1. 

Grayscale conversion removes the interference of 

color information while retaining the texture and structure 

of the image. Wiener filtering effectively adjusts the filter 

parameters based on the statistical characteristics of the 

input signal to minimize the mean square error of the out-

put signal [18]. Principal component extraction is used to 

identify effective areas in the time-frequency image, with 

threshold detection determining the signal's start and end 

positions and extracting key features to eliminate redun-

dant information. Adaptive cropping adjusts the height and 

width of the cropped time-frequency image to 224 × 224 

using bilinear interpolation based on the input SNR param-

eters, thereby preserving more effective information and 

reducing noise. 

Original 

TFI

Image 

Graying

Wiener 

Filtering

Image 

Cutting 

Image 

Resizing

 

Fig. 1. TFI enhancement preprocessing flowchart (BPSK signal, 

SNR = −10 dB). 
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Fig. 2. Inverted residual network structure of MobileNetV2. 

The signal preprocessing in this study first applies 

SPWVD time-frequency analysis to the input raw signals 

to obtain a series of time-frequency feature maps. Subse-

quently, these time-frequency feature maps undergo en-

hancement processing to enhance the recognizability of the 

features. This process ultimately completes the prepro-

cessing of the signals. 

3. Feature Extraction and Recognition 

Classification 

3.1 Backbone Lightweight Network 

MobileNetV2 

MobileNetV2, as a lightweight convolutional neural 

network, achieves a reduction in model size while main-

taining better accuracy compared to MobileNetV1 [19]. 

The core of the MobileNetV2 architecture is the inverted 

residual structure, which combines depthwise separable 

convolution, residual connections, and Rectified Linear 

Unit (ReLU) activation functions [20]. As shown in Fig. 2, 

assuming an input feature map size of 16 × 224 × 224, the 

Inverted Residual Structure first increases the feature 

channels from 16 to 96 via the expansion layer to capture 

more information in high-dimensional space. Then, a 3 × 3 

depthwise separable convolution is used to extract features 

and improve computational efficiency. Subsequently, the 

projection layer reduces the number of feature channels 

back to 16 to shrink the network size.  

Unlike traditional residual structures, this module first 

expands the low-dimensional input to high-dimensional 

space, performs lightweight deep convolution, and then 

projects the features back to low dimensions via a linear 

bottleneck. The structure of MobileNetV2 significantly 

reduces model parameters and computational requirements 

while maintaining high accuracy, making it highly suitable 

for deployment on resource-constrained devices. 

3.2 Hybrid Dilated Convolution 

The core of dilated convolution is the dilation rate, 

which represents how much the original convolution kernel 

is expanded. The calculation method for the size of the ex- 



Kernel with Dilation 

Rate = 2
Receptive Field

Kernel with Dilation 

Rate = 2  

Fig. 3. Stacking effect of traditional dilated convolution 

kernels. 



Kernel with 

Dilation Rate = 1
Receptive Field

Kernel with 

Dilation Rate = 2  

Fig. 4. Stacking effect of HDC kernels. 

panded convolution kernel is as follows: 

  expanded  1 1k r k    . (4) 

In the formula, expandedk is the size of the dilated convolu-

tion kernel; r is the dilation rate; and k is the size of the 

original convolution kernel. However, stacking multiple 

dilated convolutions with the same dilation rate results in 

some pixels not being involved in the computation, leading 

to a significant loss of feature information and negatively 

impacting the final model's performance, as illustrated in 

Fig. 3. 

Therefore, HDC is introduced with the goal of ensur-

ing that the square receptive field is completely covered 

through a series of convolution operations, with no gaps or 

missing edges [21]. One principle of HDC is that the dila-

tion rate must satisfy the corresponding formula and con-

straints. The maximum distance between two non-zero 

pixels is defined as: 

  1 1 1 ]  max  2 , 2   [i i i i i i iM M r M M r r      ， . (5) 

In the formula, Mi represents the maximum dilation rate 

that can be used at the ith layer; ri denotes the dilation rate 

at the ith layer. The constraint is Mi ≤ k, and k is the size of 

the convolution kernel. HDC also requires that the dilation 

rates of dilated convolutions must not have a common 

divisor greater than 1, in order to reduce the information 

loss caused by the gaps, as shown in Fig. 4. 

3.3 Efficient Channel Attention Module 

This study adopts the ECA attention mechanism, 

which is characterized by significantly reducing model 

complexity while maintaining performance [22]. The im-

plementation of ECA is shown in Fig. 5. The input feature 

map has dimensions H W C  , where H denotes the 

height, W the width, and C the number of channels. Firstly, 

a global average pooling (GAP) is applied to compress the 

input from H W C   to 1 1 C   by averaging over the
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Fig. 5. Structure of the ECA attention mechanism. 
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Fig. 6. DEM unit structure. 
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Fig. 7. Overall structure of DEMNet. 

spatial dimensions (H and W). Then, a convolution opera-

tion is used to process the GAP results to capture the inter-

action between local channels. After convolution, the Sig-

moid function is used to compress the results into the [0,1] 

range, obtaining a weight vector for each channel. Finally, 

the weight vector is multiplied with the original feature 

map channel by channel, resulting in a weighted feature 

map, thus implementing the channel attention mechanism 

[23]. To enhance model performance and capture channel 

relationships and positional information, the ECA attention 

module is embedded within the residual structure. 

3.4 DEMNet Network 

Considering the characteristics of LPI radar signal 

time-frequency images, the goal is to minimize the net-

work's parameters and computational complexity while 

ensuring a high recognition rate. Based on MobileNetV2 

and incorporating HDC and ECA, a Dilated ECA-

MobileNet Unit (DEM Unit) is designed, which is suitable 

for the recognition task of 12 types of LPI radar signals. 

Figure 6 shows the core structure of the DEM Unit. Each 

convolution operation consists of a convolutional layer, 

batch normalization (BN), and ReLU activation. 

The DEMNet network is constructed by stacking and 

integrating multiple DEM Unit structures. The overall 

architecture of this network is depicted in Fig. 7. First, the 

input is the preprocessed time-frequency image with di-

mensions of 1 × 224 × 224. It passes through a convolution 

layer, which serves to perform preliminary feature extrac-

tion on the input image. Next, a series of DEM Unit struc-

tures are applied to reduce the number of parameters and 

improve computational efficiency. After all the DEM Units 

are stacked, the network includes a final convolution layer 

to further adjust the number of channels in the feature map. 

Finally, the network outputs unnormalized scores through 

a linear transformation layer, which are then converted into 

a probability distribution via the softmax function. 

In summary, by introducing attention mechanisms 

and hybrid dilated convolutions between the inverted re-

sidual structures, the network is able to learn the prominent 

features of images more effectively, achieving excellent 

performance in various visual tasks. 

3.5 Label Smooth Cross Entropy Loss 

Function 

In deep learning multi-classification tasks, the Cross-

Entropy Loss (LCE) is the standard method for measuring 
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the discrepancy between predicted probabilities and true 

labels. Traditional LCE uses the true labels directly, whereas 

the Label Smooth Cross Entropy Loss (LLSCE) employs 

smoothed labels. This smoothing is achieved by multiply-

ing the true labels by a number less than 1, the label 

smoothing coefficient αLS, and distributing the remainder 

evenly across the other classes. This approach prevents the 

model from being overconfident and enhances the model's 

generalization capability. The LLSCE function is as follows 

[24]: 
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In the formula, ( )m
ny  represents the true labels of ( )m

ny  

after label smoothing, ( )m
np  indicates the normalized pre-

dicted probability vector for sample. This study introduces 

αLS into the LCE function to construct the LLSCE function, in 

order to avoid overfitting. 

4. Experimental Analysis 

In the simulation experiment, 12 typical LPI radar in-

tra-pulse modulation signals are simulated, including Bina-

ry Phase Shift Keying (BPSK), Frequency-Encoded Sig-

nals (Costas), Linear Frequency Modulated (LFM) signals, 

Non-Linear Frequency Modulated (NLFM) signals, Poly-

phase Codes (P1, P2, P3, P4), and Multi-Time Codes (T1,  
 

Signal 

type 
Parameter Symbol Value range 

BPSK 
Carrier frequency cf  s(1/10,1/ 3)·fU  

Barker code length Ncode 7,11,13}{  

Costas 

Hopping sequence Ns 3,4,5,6}{  

Fundamental 

frequency 
minf  s(1/ 24,1/ 20)·fU  

LFM 

NLFM 

Starting frequency 0f  s(1/10,1/ 3)·fU  

Bandwidth B s(1/10,1/ 5)·fU  

P1, P2 

Carrier frequency  cf  s(1/10,1/ 3)·fU  

Number of 

frequency steps 
M 

 8,12 ，M of P2 

is even 

Cycles per phase 

code 
cpp  2,5  

P3, P4 

Carrier frequency cf  s(1/10,1/ 3)·fU  

Number of 

frequency steps 
M 36,64,81,100}{  

Cycles per phase 

code 
cpp  2,5  

T1, T2 
Carrier frequency cf  s(1/10,1/ 3)·fU  

Number of segments Nk  4,6  

T3, T4 

Carrier frequency cf  s(1/10,1/ 3)·fU  

Number of segments Nk  4,6  

Bandwidth B s(1/ 20,1/ 8)·fU  

Tab. 1. Signal simulation parameters. 

T2, T3, T4), making a total of 12 different signals for 

simulation. The parameters of these signals are detailed in 

Tab. 1. Here, the symbol U() indicates that the parameter is 

uniformly randomly selected within a given range; [ ] in-

dicates that the parameter can take any integer value within 

the range; and { } indicates that the parameter can only 

take specific discrete values. All the parameters are ran-

domly selected within their respective value ranges. To 

preserve the time-frequency distribution characteristics of 

the signals, the signal sampling rate fs is normalized. The 

training set is generated within a SNR range of −8 dB to 

8 dB, with a step size of 2 dB, resulting in a total of 27,648 

time-frequency images (256 signals/class × 12 classes × 9 

SNR steps). The test set is generated within an SNR range 

of −10 dB to 10 dB, with a step size of 2 dB, resulting in 

a total of 11,880 time-frequency images (90 signals/class × 

12 classes × 11 SNR steps). For convenient referencing, 

the time-frequency image dataset without enhancement 

processing is named TFA-Original, and the dataset with 

enhancement processing is named TFA-IE. 

4.1 Comparison of Recognition Accuracy 

among Different Networks 

To investigate the impact of using different networks 

on the recognition performance of LPI radar signals, the 

SPWVD-IE dataset was used to train five networks: Mo-

bileNetV2, ResNet18 [25], ResNet34 [26], ResNet50 [27], 

and GoogLeNet [28]. The recognition accuracies of these 

five networks for 12 types of LPI radar signals under dif-

ferent SNRs are shown in Fig. 8. The graph shows Mo-

bileNetV2 has a higher accuracy rate than GoogLeNet, 

reaching 97.22% at –10 dB, compared to lower rates for 

ResNet18, ResNet34, and ResNet50. MobileNetV2 excels 

in low SNR conditions, suggesting it is better at recogniz-

ing signals with low SNRs. 

 

Fig. 8. Comparison of recognition accuracy for different 

networks. 
 

Network Flops (M) Params (M) 

MobileNetV2 238.43 1.70 

ResNet18 1750.00 11.18 

ResNet34 3600.00 21.28 

ResNet50 4050.00 23.53 

GoogLeNet 2000.00 0.91 

Tab. 2. Comparison of floating point operations and number of 

parameters for different networks. 
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To evaluate the computational complexity, storage 

requirements and practical performance of different net-

works, the floating point operations (Flops) and number of 

parameters (Params) were used as evaluation metrics. The 

experimental results are shown in Tab. 2. Flops, measured 

in millions (M), are used to assess the computational com-

plexity of the network, while the number of parameters, 

also measured in millions (M), is used to evaluate the stor-

age requirements of the network. 

Based on the floating point operations and number of 

parameters, MobileNetV2 has relatively low computational 

complexity and parameter count, making it more practical 

in resource-constrained environments, which positions it as 

a lightweight network. Although GoogLeNet has a rela-

tively low number of parameters, its floating point opera-

tions are higher, indicating that it requires more computa-

tional resources and storage space when handling complex 

tasks. When balancing accuracy and complexity, Mo-

bileNetV2 significantly reduces both parameters and Flops 

while achieving high accuracy. 

4.2 Comparison of Different Time-Frequency 

Analysis Methods 

In order to investigate the impact of different prepro-

cessing methods on the network recognition performance 

of LPI radar signals, this section selects two time-

frequency analysis techniques: SPWVD and STFT. Based 

on these two time-frequency analysis methods, correspond-

ing image-enhanced datasets were constructed: SPWVD-IE 

and STFT-IE. By training DEMNet on these datasets, their 

performance in recognizing 12 types of LPI radar signals 

was evaluated. At an SNR of –8 dB, 90 time-frequency 

image samples were selected from the test set of each sig-

nal category from the four datasets to generate the corre-

sponding confusion matrices, as shown in Fig. 9. The hori-

zontal axis represents the true category proportion of the 

samples, while the vertical axis represents the predicted 

category proportion for the corresponding samples. 

From Fig. 9, it is clear that compared to Fig. 9(a), 

Fig. 9(b) shows more significant confusion in P1, P3, and 

P4, indicating the effectiveness of time-frequency feature 

image enhancement for LPI radar signal recognition. When 

Fig. 9(a) and Fig. 9(c) are compared, the STFT-IE dataset 

shows more serious confusion in P4 and P1, demonstrating 

that among the two time-frequency analysis methods, 

SPWVD is more effective. Furthermore, a comparison of 

Fig. 9(a) and Fig. 9(d) further confirms the effectiveness of 

both image enhancement processing and SPWVD time-

frequency analysis. 

4.3 Comparison of Recognition Accuracy 

with Different Attention Mechanisms 

To analyze the impact of the ECA module and Hybrid 

Dilated Convolution on the network's recognition perfor- 

  

(a) SPWVD-IE confuse_matrix. (b) SPWVD confuse_matrix. 

  

(c) STFT-IE confuse_matrix. (d) STFT confuse_matrix. 

Fig. 9. Comparison of confusion matrices. 
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mance, we first embedded different attention mecha-

nisms—ECA, Coordinate Attention (CA), and Convolu-

tional Block Attention Module (CBAM)—at the same 

positions within the Dilated MobileNetV2 (DMNet) that 

uses Hybrid Dilated Convolution. This resulted in the net-

works DEMNet, CA-DMNet, and CBAM-DMNet, respec-

tively. Then, for the network with the best recognition 

performance, we removed the Hybrid Dilated Convolution, 

and obtained the EMNet network, which only incorporated 

the ECA attention mechanism. All four networks were 

trained and tested on the SPWVD-IE dataset, and the 

recognition results for these networks are shown in Fig. 10. 

Overall, DEMNet performed significantly better than the 

other networks under low SNR conditions, which demon-

strates the effectiveness of the ECA attention mechanism 

and HDC. 

To more intuitively showcase the contribution of the 

three attention mechanisms to the network's time-frequency 

feature extraction, Grad-CAM visualization was applied to 

show the feature extraction results for the 12 types of LPI 

radar signals processed by DEMNet, CA-DMNet, and CM-

DMNet. Heatmaps of the attention mechanisms for recog-

nizing LFM signals, NLFM signals, P3 signals, and P4 

signals are shown in Fig. 11. 

 

Fig. 10. Comparison of recognition accuracy with different 

attention mechanisms. 

LFM

NLFM

P3

P4

Input ECA CA CBAM

 

Fig. 11. Comparison of heatmaps with different attention 

mechanisms. 

As shown in the figure, when the network recognizes 

the above test samples, they are susceptible to background 

noise, resulting in dispersed and incomplete attention areas. 

The ECA attention mechanism shows more prominent 

attention areas in the heatmaps for the four signals, particu-

larly in the central area of the images, indicating that it can 

better recognize and emphasize these areas.  

4.4 Analysis of the Effectiveness of Label 

Smoothing Loss 

To validate the effect of label smoothing loss on the 

network's recognition performance, we attempted to opti-

mize the network proposed in this study using two loss 

functions during the DEMNet network training process, 

namely the LCE and LLSCE functions. Additionally, we con-

ducted a sweep experiment on the selection of the label 

smoothing coefficient. During the two training processes, 

we maintained consistency in dataset partitioning, model, 

optimizer, and other factors, to directly compare the recog-

nition performance differences brought about by different 

losses. From the SPWVD-IE test dataset, 90 samples were 

randomly selected from each class of signals. Under differ-

ent loss functions, the t-Distributed Stochastic Neighbor 

Embedding (t-SNE) method was used to project the input 

samples and the features extracted by the network onto 

a two-dimensional plane, respectively. The resulting 

sample clustering effects are shown in Fig. 12. 

Figure 12(a) represents the clustering diagram of the 

input samples, while Figure 12(b) and Figure 12(c) show 

the clustering diagrams of the features extracted by the 

network after dimensionality reduction under the LCE and 

LLSCE functions, respectively. From the figure, it can be 

observed that the different categories of input samples 

overlap, and the dispersion within each signal class is 

large. When the network is trained using only the Cross-

Entropy Loss, individual samples of one signal class are 

mixed with signals of different classes. However, when 

label smoothing loss is introduced, the inter-class distances 

between different signals increase, and the intra-class sig-

nals exhibit better clustering. This indicates that label 

smoothing effectively increases the separation between 

different signals, thereby improving the network's recogni-

tion accuracy. 

Figure 13 shows the results of the traversal experi-

ment for the best value of the weight hyperparameter in the 

label smoothing loss function. During training, different 

values of αLS ranging from 0.1 to 0.95 were tested to ob-

serve their impact on the accuracy. As shown in Fig. 13, 

introducing the label smoothing coefficient αLS influences 

the network’s signal recognition accuracy. The network 

achieved the highest recognition accuracy of 99.84% when 

αLS was set to 0.65. Therefore, the final experiment chose 

αLS = 0.65 to achieve the optimal recognition performance 

of the network. 
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(a) Clustering diagram of input 

samples. 

(b) Clustering diagram of output 

samples based on LCE function. 

(c) Clustering diagram of output 

samples based on LLSCE 

function. 
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Fig. 12. Clustering diagrams of input samples and output samples after training with different loss functions. 

 

Fig. 13. Impact of the label smoothing coefficient on network 

recognition accuracy. 

5. Conclusion 

This study proposes an LPI radar signal intra-pulse 

modulation recognition method based on DEMNet. Three 

main improvements are made to enhance the LPI radar 

signal recognition technology. First, image enhancement 

preprocessing is used to reduce noise interference, remove 

redundant frequency bands. Second, hybrid dilated convo-

lutions and an efficient channel attention module are intro-

duced into MobileNetV2, further enhancing its ability to 

capture channel and positional information. Additionally, 

label smoothing strategy is applied to avoid overfitting, 

thereby improving the model’s accuracy and robustness in 

recognizing unknown LPI radar signal intra-pulse modula-

tion types. The experimental results show that, compared to 

existing methods, the recognition method proposed in this 

study not only yields a high recognition accuracy rate but 

also features fewer parameters and lower computational 

cost, thus meeting the design requirements for network 

lightweight and efficient training. 
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