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Abstract. This paper proposes a hardware- and memory-

efficient architecture for Low-Density Parity-Check 

(LDPC) decoding, targeting enhanced-performance appli-

cations with constrained resources. The design integrates 

two novel techniques: (i) the Variable Single minimum 

Min-Sum (VSMS) algorithm, which reduces hardware 

complexity by identifying the first minimum value and its 

position during check node processing, while improving 

error correction through a correction factor applied in 

variable node updates; and (ii) a memory splitting strategy 

that exploits the structural properties of LDPC codes to 

optimize memory usage. Implementation on a Xilinx Kintex 

UltraScale+ (xcku5p) FPGA demonstrates a reduction in 

storage requirements by over 46.2% compared to conven-

tional decoders. Furthermore, the proposed decoder 

achieves a performance gain of up to 0.38 dB at a Bit Er-

ror Rate (BER) of 10⁻⁸, outperforming traditional Min-

Sum-based approaches. 
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1. Introduction 

Error Correction Codes (ECCs) are commonly used in 

modern wireless communication systems to enhance relia-

bility and greatly decrease the signal-to-noise ratio (SNR) 

needed for accurate data transfer over noisy channels. 

These codes include controlled redundancy, enabling de-

coders to detect and correct transmission errors. Among 

various ECC schemes, Low-Density Parity-Check (LDPC) 

codes are widely used in many communication standards 

and applications due to their excellent error-correction 

performance and ability to approach the Shannon limit [1]. 

Notable examples include second-generation digital satel-

lite video transmission for satellite communications [2], 

WiMAX [3], WiGig [4], Wi-Fi [5], fiber-optic communi-

cation systems [6], [7], data storage systems [8], [9], the 

Advanced Television Systems Committee (ATSC) 

3.0 broadcasting standard [10] and Fifth Generation (5G) 

New Radio (NR) [11].  

For LDPC codes, Belief Propagation (BP) decoding, 

sometimes referred to as Sum-Product (SP) decoding on 

factor graphs [12], provides superior error-correction per-

formance among decoding techniques. However, consider-

able memory needs and computational complexity are the 

price paid for this performance [13]. To address these is-

sues, by employing max-log approximations for check 

node messages, the Min-Sum (MS) decoding technique 

aims to lower the computational complexity of the BP. The 

MS decoding is easier and more effective for hardware 

implementation because it simply needs adds and compari-

sons [14]. However, the standard MS algorithm exhibits 

suboptimal decoding performance due to the overestima-

tion of check node messages, which leads to degraded error 

correction capability. To address this limitation, several 

improved variants have been proposed to balance decoding 

performance with implementation complexity. Among 

these, the Normalized Min-Sum (NMS) and Offset Min-

Sum (OMS) algorithms are widely recognized [15]. These 

algorithms mitigate the overestimation problem by incor-

porating a scaling factor or an offset during the message 

update process. Building on these approaches, many addi-

tional refinements have been introduced to achieve closer 

to optimal decoding [11], [16–20]. These enhancements are 

significant because they can provide near-optimal error 

correction performance while maintaining low computa-

tional costs, making them suitable for hardware implemen-

tations in resource-constrained systems. 

Not only does it offer high throughput and strong cor-

rection performance, but the decoding algorithm used in 

LDPC decoding also requires substantial computational 

resources and memory. Notably, memory usage contributes 

significantly to power consumption. Therefore, reducing 

memory needs is crucial for designing decoders. Many 

studies have focused on optimizing memory. In [21], two 

important strategies for reducing memory usage are im-

plemented. First, the authors used the MS algorithm, which 

minimizes check-node storage by keeping only the first 

minimum and second-minimum magnitudes along with 

their signs, the first minimum position index, rather than 

storing all iterative messages. Second, the iterative messag-

es are compressed using a low bit-width fixed-point repre-

sentation (for example, 3 bits), which further reduces the 

amount of required memory. The authors of the study [22] 



RADIOENGINEERING, VOL. 35, NO. 1, APRIL 2026 57 

 

improved memory utilization by modifying the MS algo-

rithm and compressing extrinsic data. They applied lower-

bit quantization to the difference between the first and 

second minima. Instead of storing entire input messages, 

they only retained the first minimum value, the difference 

between the first and second minima, the signs, and the 

index of the position of the first minimum. Another effec-

tive way to optimize hardware utilization is to use an ap-

proximation calculation for check node processing. Instead 

of calculating the two minimum values from the input 

Variable-To-Check (VTC) messages, solely the first mini-

mum value is focused on computing [16], [17]. The authors 

[23] reduce memory consumption by eliminating the First-

In, First-Out (FIFO) buffer and the dedicated a Posteriori 

Probability (APP) memory by reusing the variable-to-

check magnitude memory as an accumulator. Additionally, 

instead of saving the first minimum value, they only keep 

the second minimum and use a threshold-based approach to 

estimate the first. Together, these techniques significantly 

lower memory usage and decoder area, making the design 

more suitable for hardware-constrained implementations. 

To reduce memory usage, the authors in [18] implemented 

a split storage method that separates CTV memory based 

on the type of layer. This approach involves storing partial 

data for low-degree layers while keeping full data for other 

layers, which leads to a more efficient memory allocation. 

Additionally, they utilized layer merging to process or-

thogonal layers concurrently, significantly decreasing the 

overall number of clock cycles and the memory depth. The 

authors [24] proposed the Split-Row decoding approach, 

which divides each row processor into two simplified, 

practically independent halves. This reduces connection 

complexity, minimizes memory requests, and enhances 

row processing parallelism. 

Quasi-cyclic LDPC (QC-LDPC) codes are a class of 

LDPC codes that are widely used in practice. They are 

a structured subclass that can adopt irregular degree distri-

butions [25]. They incorporate cyclic submatrices, enabling 

efficient hardware implementation without degrading de-

coding performance. QC-LDPC codes are particularly 

suited for high-reliability applications such as satellite 

communications and 5G. Their irregular structure enhances 

error-correction capability and reduces error floors. Nota-

bly, 5G QC-LDPC codes demonstrate substantial irregular-

ity in their structural design [26]. 

Motivated by the strengths and limitations of existing 

LDPC decoding algorithms, this article focuses on effi-

ciently designing the check node memory unit within a 5G 

LDPC decoder. It leverages the proposed Variable Single 

minimum Min-Sum (VSMS) algorithm as the core decod-

ing design. The study introduces an enhanced decoding 

algorithm derived from the traditional MS method, aimed 

at improving error correction performance while minimiz-

ing hardware complexity. Unlike conventional MS-based 

approaches that require the identification of two minimum 

values during Check Node processing, the VSMS algo-

rithm simplifies this step by extracting only the first mini-

mum value and its corresponding index from the VTC 

input messages. This simplification not only reduces hard-

ware resource usage but also allows for a more compact 

and efficient memory structure. By employing a split stor-

age strategy that takes advantage of the irregular check 

node degree distribution characteristic of 5G LDPC codes, 

the proposed design achieves a memory reduction of over 

46.2%, making it highly suitable for resource-constrained 

Field Programmable Gate Array (FPGA) implementations.  

The remainder of this paper is organized as follows: 

Section 2 introduces the fundamental concepts of LDPC 

codes and the proposed algorithm. Section 3 presents the 

architecture of the decoder and the check-node memory 

block. The simulation results and hardware implementation 

are presented in Sec. 4. Finally, Section 5 concludes the 

paper. 

2. Definitions and Preliminaries  

2.1 Definitions 

Consider a codeword of length N, denoted as 

c= (c1,c2,…,cN) which is constructed from K information 

bits and M parity-check bits, where M = N − K. The parity-

check bits are used to detect errors and, in some cases, to 

correct them. The codeword c is modulated using Binary 

Phase-Shift Keying (BPSK), producing the signal: 

x= (x1,x2,…,xN) which is transmitted over an Additive 

White Gaussian Noise (AWGN) channel. At the decoder 

input, the received signal is y = x + z where z is a Gaussian 

random variable with zero mean and variance [27]  

 2

0 / 2N   (1) 

where N0 denotes the noise power spectral density. The 

SNR is expressed as [28]  

 
s 0/E N  (2) 

where Es is the energy per symbol. This ratio can also be 

represented in terms of the energy per bit as [28]  

 b s

0 0

.
E EN

N K N
   (3) 

LDPC codes are a type of linear error-correcting code 

represented by using a sparse parity-check matrix, denoted 

as H, or through a graphical representation called a Tanner 

graph [29], [30]. In the Tanner graph, there are two types 

of nodes: variable nodes (VNs) and check nodes (CNs). 

VNs represent the codeword bits and correspond to the 

columns of the matrix H. CNs define parity-check equa-

tions and are associated with the rows of H. An edge is 

drawn between a VN and a CN when the corresponding 

element in H is non-zero. During decoding, the Tanner 

graph is used to pass messages iteratively along these edg-

es to improve the estimate of the original codeword. In the 

matrix H, let dc denote the number of entries equal to 1 in 

each row, and dv denote the number of entries equal to 1 in 
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each column. The values dc and dv are called the check 

node degree and the variable node degree, respectively. An 

LDPC code is called regular if dc is the same for all rows 

and dv is the same for all columns. LDPC codes are gener-

ally categorized into two types: regular and irregular. Reg-

ular LDPC codes have uniform node degrees, while irregu-

lar LDPC codes allow variable degrees to improve 

performance. 

QC-LDPC codes are structured based on circulant 

matrices, which allows the use of layered scheduling tech-

niques to improve decoding performance. In the general 

case, each decoding layer may consist of several consecu-

tive rows of the base matrix B, provided that these rows do 

not overlap. The term non-overlapping means that, within 

the same column of B, there cannot be more than one non-

negative entry. Each non-negative element of the matrix B 

is replaced by a circulant matrix. Consequently, in each 

column of the matrix H, there is exactly one non-negative 

entry within each decoding layer. Therefore, each decoding 

layer in the layered scheduling technique consists of Z 

consecutive rows of the matrix H (where Z is the expan-

sion factor), corresponding to one row of the matrix B. 

A full decoding iteration is completed once all CNs of the 

matrix H have updated their information. 

Notation: m,n denotes the message passed from VN n 

to CN m (VTC message); βm,n denotes the message passed 

from CN m to VN n (CTV message). γn denotes the chan-

nel message. ̃n is the updated information. For hardware 

design, assume the number of bits used to represent m,n, 

γn, ̃n is q̃ bits, while the message βm,n is represented with q 

(q < q̃). The set of possible values of a q̃ bit message is 

denoted by 

 ( , , 1,0, 1, , )M Q Q        (4) 

where Q̃ = 2q̃ − 1.  

Similarly, the set of possible values of a q bit message 

is denoted by  

 ( , , 1,0, 1, , )M Q Q        (5) 

where Q = 2q − 1. 

LDPC codes offer several key advantages that make 

them ideal for contemporary communication networks, 

particularly for high-speed data transmission and dependa-

ble communication. LDPC codes used in 5G (also known 

as 5G QC-LDPC codes) are defined by two base matrices, 

BG1 and BG2, with 51 expansion factors designated as Z 

[26]. The base matrices BG1 and BG2 have the same struc-

tural design. The expansion factor Z ranges from 2 to 384. 

Due to the wide range of expansion values, it can support 

various information block lengths and different code rates. 

It is important to note that 5G LDPC codes are significant-

ly irregular in both VN degrees and CN degrees. This study 

will focus on the BG1 base matrix. In this BG1, CN de-

grees (dc) range from 3 to 19, while VN degrees (dv) vary 

from 1 to 30. Notably, the first four rows have the highest  
 

Check Node  

Degree (dc) 
3 4 5 6 7 8 9 10 19 

Number of Rows  

in BG1 
1 5 18 8 5 2 2 1 4 

Tab. 1.  Statistics of Check Node Degrees in BG1. 

CN degree of 19. This wide variation in CN degrees con-

siderably impacts hardware design. Additionally, there are 

42 columns with variable nodes of degree 1, representing 

62% of all variable nodes. These low-degree variable 

nodes are more prone to errors during decoding because 

they receive less protection during the parity-check pro-

cess. The CN degrees of the BG1 5G LDPC code are listed 

in Tab. 1. 

Improving LDPC decoding algorithms remains a key 

research challenge, as it requires balancing hardware com-

plexity, resource usage, and error-correction performance. 

The choice of algorithm not only affects decoding efficien-

cy but also impacts flexibility, parallelism, and conver-

gence speed—factors directly tied to hardware cost. As 

mentioned above, the MS algorithm offers a favorable 

trade-off by reducing hardware complexity compared to 

BP. However, this comes at the expense of significant 

performance loss. To address this limitation, recent studies 

have proposed various modifications to enhance MS de-

coding, particularly in CN and VN processing [15]. Build-

ing on this line of research, the following section presents 

the MS decoding algorithm and introduces an improved 

approach developed in this work. 

2.2 Decoding Algorithm 

Assume the LDPC code is defined by a parity-check 

matrix of size M × N. H is the Tanner graph of the LDPC 

code [30]. The set of CN connected to the n-th VN, where 

n = 1, 2,…, N, is denoted by H(n); the set of VNs connect-

ed to the m-th CN, where m = 1, 2, …, M, is denoted by 

H(m). The set H(m)\n represents all VNs in H(m) except 

the n-th VN; similarly, H(n)\m represents all CNs in H(n) 

except the m-th CN. The messages passed from CN to VN 

are denoted by βm,n; the messages m,n are passed from VN 

to CN. 

The conventional MS algorithm [15]: 

The iterative MS decoding includes four steps: initial-

ization, CN processing, VN processing, and A-Posteriori 

(AP) update processing. These operations occur in multiple 

rounds, known as iterations. The scheduling of the LDPC 

decoding process determines the order in which the VN 

and CN nodes are executed, or whether multiple nodes can 

be processed in parallel. There are several types of schedul-

ing, but the two most common are flooding scheduling [31] 

and layered scheduling [32]. The iterative layered MS 

decoding algorithm is described as follows: 

Initialization: AP information update ̃n and a priori 

information n are generated for each VN n, and CTV mes-

sages βm,n transmitted from CN m to VN n are set to zero.
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Fig. 1. Structural diagram of the proposed LDPC decoder design. 
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Iteration: Each decoding iteration is carried out in 

the following sequence: 

VN Processing: The messages sent from the VN to 

the CN, m,n, are updated as below: 

 
, ,m n n m n    . (7) 

CN Processing: The messages sent from the CN to 

the VN βm,n’ are updated based on the current VTC 

messages m,n’  

 
, , ( ) ,

( )

sgn( ) minm n m n n H m n m n

n H m n

    



  . (8) 

From a hardware perspective, 
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where min1 and min2 are the first two minimum values 

among all VTC input messages; index_min1 indicates the 

position of min1. If there is more than one min1 value, 

index_min1 will be set to the smallest index. 

AP-update processing after each iteration: The AP-

update information for each code bit ̃n is computed based 

on the updated extrinsic messages (i.e. m,n and βm,n). 

 
, ,n m n m n    . (10) 

In this work, the decoder stops when it reaches the 

maximum number of iterations. 

The proposed algorithm:  

Inspired by the Single-Minimum MS (smMS) and 

NMS algorithms [15, 16, 17], a modified algorithm, that 

aims to achieve improved decoding gain and memory effi-

ciency, is presented. This new algorithm builds on the MS 

algorithm and incorporates modifications in both the CN 

and VN processes, as outlined below. During the CN pro-

cessing, only the value of the first minimum (min1) and its 

corresponding index (index_min1) are determined. The 

second minimum (min2) is then estimated using the value 

of min1 and a modified factor, μ, as outlined below: 

,

, ,

( )

min1 , if min1
sgn( )

min1, oth s

=

wi

 

er e

 m n

m n m n

n H m n

 
  



   
  

  
 (11) 

To enhance decoding performance, an additional 

normalized factor δ is applied to the VN processing as 

detailed below: 

 
, ,m n n m n       (12) 

where μ > 0; 0 < δ < 1. 

This proposed algorithm is named the Variable Single 

minimum Min-Sum (VSMS) algorithm. 

The correction factors (μ and δ) are optimized through 

a joint application of the Density Evolution (DE) method 

[29] and simulation-based techniques. The optimal values 

(μ, δ) for 5G LDPC codes are 0.75 and 0.75. 

3. Decoder Design  

3.1 The Decoder Architecture 

The BG1 matrix with specified dimensions mb × nb = 

24 × 46 and an expansion factor Z = 192, resulting in gen-

erated L = mb = 24 layers, is utilized in this design. The 

parity-check matrix H will also have specific dimensions 

M × N, where M = mb × Z = 24 × 192 = 4608 and N = nb × Z 

= 46 × 192 = 8832. The block diagram of the LDPC de-

coder based on the layered MS algorithm is shown in Fig. 1. 
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The input data γn is read sequentially from the trans-

mission channel (channel data) into the AP Memory Unit 

(AP-MU). Information from the transmission channel γn or 

the updated message from the previous layer γ̃n is chosen 

by the MUX block to be stored in the AP-MU. Notably, 

q̃ = 6 bits are used to represent both kinds of information, 

while γn is only used during initialization. Each clock pulse 

cycle reads Z  q̃ bits. Read Units (RUs) are responsible 

for reordering data read from the AP-MU according to 

layer grouping, to ensure that VN Modules (VNMs) and 

CN Modules (CNMs) are processed in the correct se-

quence. In other words, the RU accesses data at corre-

sponding positions in the base matrix, where matrix ele-

ments have non-negative values. The RU block also has 

the task of rearranging the rows of the matrix H so that the 

CN degrees decrease in order. Additionally, these units 

perform cyclic permutations with the number of steps equal 

to the non-negative element value of the BG1 matrix. The 

RU has nb input ports and dcmax output ports, where 

dcmax = 19 is the maximum CN degree. The Write Unit 

(WU) performs the opposite function of the RU. 

VNMs update VTC information during the VN pro-

cessing stage. The decoder has a total of dcmax VNMs. In 

this study, the VTC information m,n is calculated using the 

previous layer's updated CTV information βm,n, the input 

information γn and the normalized factor (corresponding to 

(12)). Before sending the data to the CNMs, SAT blocks 

reduce the number of bits that represent the VTC infor-

mation from q̃ bits to q bits. The goal is to decrease the 

Check Node Memory Unit (CNMU)'s storage capacity 

without sacrificing data dependability. Therefore, the bit 

width used to represent the CTV information βm,n is select-

ed such that q = 4 < q̃. CTV information is updated by 

CNMs, which are utilized in the CN processing step (11). 

The CTV message βm,n is calculated using the VTC mes-

sage m,n of the current layer. Each CNM has dcmax inputs 

and one output. Updates to the AP-update γ̃n are made in 

the AP Modules (APMs). There are dcmax APMs in the 

decoder. To process each layer, the LDPC decoder oper-

ates over two consecutive clock cycles. In the first clock 

cycle, the AP-MU memory is set to “read” mode to provide 

the codewords corresponding to the layer of the BG1 ma-

trix. Then, the CN and VN processing are carried out in 

sequence. In the following clock cycle, the decoder per-

forms the update of the codewords. After that, the updated 

codewords are written back to the AP-MU memory, mean-

ing the AP-MU memory is now in “write” mode. This 

process continues until the final layer (layer L) is reached, 

which completes one iteration. In this work, the entire 

decoding process is performed over 10 iterations. After the 

10th iteration is completed, the output of the decoder will 

contain the decoded codewords. These codewords are 

stored in the first 22 blocks of the AP-MU, corresponding 

to 22 × Z bits of information. To optimize memory usage, 

the CNM outputs data in a compressed format, necessitat-

ing a decompression block (DEC) to convert it back to 

an uncompressed form. Additionally, to minimize hard-

ware resource usage in the CNM, the DEC calculates the 

second minimum value. In this work, two blocks, VNM 

and APM, are merged into a single block, and an additional 

control signal “sel” is used to select whether the block 

performs the VNM function or the APM function. The 

controller drives this selection signal so that the VNM 

mode is chosen in the first clock cycle and the APM mode 

is chosen in the second clock cycle. The SU distributes the 

data to prevent data write congestion in AP-MU. The con-

troller’s function is to ensure the decoder operates correct-

ly, meaning that all blocks execute in the correct sequence, 

perform read/write operations to/from memory properly, 

and handle other control functions. 

3.2 Storage Module  

The decoder is designed according to a layered 

scheduling scheme in which the CTV messages need to be 

stored for processing in subsequent iterations (in CNMU). 

Therefore, memory usually occupies a significant portion 

of the overall chip area and is a major contributor to power 

consumption in the LDPC decoder [13]. If the code length 

of the LDPC code is large, the required memory capacity 

will increase, leading to higher energy consumption. 

Hence, during the decoding process, it is necessary to ap-

ply a method to efficiently save memory usage. In an 

LDPC decoder, the CNM is responsible for computing 

messages from CNs to VNs (CTV). The output of the 

CNM block [βm,n1
,…,βm,ndcmax

] (uncompressed format) is 

stored in the CTV memory (CNMU) where [n1,…,ndcmax
] 

are the variable nodes connected to the m-th check node. 

Suppose the number of bits representing information is 

q = 4 and the CN degree is dcmax = 19. 

 
b cmax b 76 (bits).m Z d q m Z       (13) 

To save memory space, instead of storing all the CN 

information [βm,n1
,…,βm,ndcmax

], the CNMU will only store the 

first two minimum values of the VTC input information, 

the position of the first minimum value, and the sign bits 

[21]. This method is also known as information compres-

sion. Consequently, the memory size required for the check 

nodes becomes: 

  b cmax 2 cmax

b

2 1 log

30 (bits).

( )m Z q d d

Z m

     

  

   (14) 

Using information compression, the storage space has 

been reduced by nearly 60.5% compared to conventional 

storage methods, as seen in (13) and (14). During the CN 

processing, memory is saved by not determining the sec-

ond minimum value. The output of the CNM is the first 

minimum value and its position, which are stored in the 

CNMU. In this case, the second minimum value does not 

need to be stored in this memory. Therefore, the memory 

width of the CNMU is determined by 

 
2 cmax cmax1 log ( )( )W Z q d d       . (15) 

In case : dcmax = 19, q = 4 , thus: W = 27Z.   (16) 
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Fig. 2. The detailed structure of CTV memory for (a) the conventional MS and (b) the proposed decoder.  

Since the CTV messages at the output of the CNM 

from all layers must be stored in memory, the CNMU must 

contain 

 
b 2 cmax cmax1 log ( )( ).m Z q d d        (17) 

The width of the CNMU depends on the bit width q, 

the degree of the maximum CN dcmax, and the expansion 

factor Z. The depth of the CNMU equals the number of 

decoding layers. In this design, the number of decoding 

layers is equal to the number of rows in the BG1 matrix: 

L = mb = 24. From Tab. 1 on the distribution of CN de-

grees, it is clear that the maximum CN degree, dcmax = 19, 

appears only in the first four decoding layers. Degrees 

dc = 10, 9, 8 occur in just one or two layers, while in most 

remaining layers, dc < 7. If all CNMU memory blocks are 

implemented with the same width as in (15), it can lead to 

a significant amount of unnecessary memory usage. There-

fore, a memory-splitting approach that takes into account 

variations in CN degrees is suggested. Here, the CNMU is 

split into three subblocks: CNMU1, CNMU2 and CNMU3 

as depicted in Fig. 2. 

The CTV messages from the first four layers (L1 = 4) 

are stored in CNMU1, which corresponds to a CN degree 

of dcmax = 19. The CTV messages from the five layers 

(L2 = 5), with CN degrees dc = 10, 9 ,8, are stored in 

CNMU2 (for simplicity, the maximum CN degree is cho-

sen dcmax1 = 10). The CTV messages from the remaining 

layers (L3 = 15), where the CN degrees are less than 7 

(dc < 7), are stored in the third memory CNMU3. To sim-

plify hardware implementation, the maximum CN degree 

in this case is set to 7 (dcmax2 = 7).  

From (15), the width of the CNMU1 is defined as 

 21 7W Z  . (18) 

The depth of CNMU1 is L1 = 4. The width of the 

CNMU2 is defined as 

 72 .1W Z   (19) 

The depth of CNMU2 is L2 = 5. The width of the 

CNMU3 is defined as 

 3 3 .1W Z   (20) 

The depth of CNMU3 is L3 = 15. The CNMU size of 

some decoders is listed in Tab. 2.  

 

MS decoder’s 
VSMS decoder’s 

Before splitting After splitting 

W D Total W D Total W D Total 

30Z 24 720Z 27Z 24 648Z 

13Z 15 

401Z 17Z 5 

27Z 4 

Tab. 2.  Comparison of the CNMU size of various decoders 

using the splitting technique (W-Width; D-Depth). 

Based on Tab. 2, the VSMS’s CNMU consists of the 

CNMU1 of L1 × 27 × Z = 20736 bits; the CNMU2 of 

L2 × 17 × Z = 16320 bits, and the CNMU3 of 

L3 × 13 × Z = 37440 bits. The proposed VSMS decoders 

only need to compute the first minimum value and its posi-

tion during the CN processing. Therefore, before applying 

the memory splitting technique, the memory requirement 

of the VSMS decoder is approximately 10% lower than 

that of the CNMU in the MS decoder. Based on specific 

characteristics of 5G LDPC codes, after splitting storage, 

the CNMU in the proposed decoder achieves a storage 

reduction of approximately 44.3% compared to the MS 

decoder, and about 38.12% compared to the original undi-

vided structure.  

4. Simulation Results and Hardware 

Implementation 

4.1 Simulation Results  

Monte Carlo simulations are conducted using 

MATLAB R2022b for various algorithms with BG1 5G 

LDPC codes and code rates of 1/2 and 2/3 and codeword 

lengths of 8832 and 6720, respectively. Several previous 

studies on MS–based LDPC decoders have already demon-

strated that the decoding performance (in terms of Bit Error 

Rate (BER) or Frame Error Rate (FER) versus Eb/N0) im-

proves to near-optimal levels as the maximum number of 

iterations increases. However, throughput decreases and 

more hardware resources are required [29, 33, 34]. Addi-

tionally, in this work, we focused on the architectural and 

memory-saving aspects of the decoder rather than on 

an exhaustive performance evaluation across different 

iteration counts in our results. Therefore, the iteration ver-
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sus Eb/N0 curves are not included. In our simulations and 

implementation, the LDPC decoder was run with a fixed 

maximum of 10 iterations. This value was chosen to bal-

ance performance and complexity and is consistent with 

many reported LDPC implementations. The expansion 

factor is Z = 192. The correction factors for the VSMS are 

μ = 0.75, δ = 0.75. The decoding performance of different 

algorithms is simulated, including Hybrid Offset Min-Sum 

(HOMS) (β = 0.5, δ = 0.375) [11], smMS (with the offset 

parameter set to 1) [17], NMS (β = 0.75) and MS [15]. The 

simulation results are illustrated in Figs. 3 and 4. 

In CN processing, both the VSMS and HOMS algo-

rithms only need to compute the first minimum value of the 

input messages and its position. The proposed algorithms 

also refine the VN processing to reduce the overestimation 

of information inherent in the MS algorithm. Due to the 

specific characteristics of 5G LDPC codes, the extended 

parity-check part of the base matrix contains many degree-1 

 

Fig. 3.  Bit Error Rate performance of various decoders with 

block size (8832, 4608) at code rate ½. 

 

Fig. 4.  Bit Error Rate performance of various decoders with 

block size (6720, 2496) at code rate 2/3. 

VNs that are connected to only a single CN. These VNs are 

typically weakly protected and prone to errors, which sig-

nificantly affect decoding performance. The VSMS algo-

rithm employs correction factors in both the VN and CN 

processing to mitigate the error susceptibility of these VNs. 

From Figs. 3 and 4, the VSMS and HOMS algorithms 

achieve the same decoding performance. At BER values of 

10−4 and 10−8, the error-correction performance of the pro-

posed VSMS and HOMS algorithms outperforms that of 

the smMS and MS algorithms by up to 0.32 dB and 

0.38 dB, respectively. The smMS algorithm exhibits 

an error floor at a BER of 10−4. 

The impact of modulation schemes and channel con-

ditions on the proposed VSMS algorithm is investigated, as 

shown in Fig. 5. The performance evaluation is conducted 

under various modulation schemes, including BPSK, 

QPSK (Quadrature Phase-Shift Keying) and 16-QAM 

(Quadrature Amplitude Modulation) over two different 

channel conditions: AWGN and AWGN combined with 

frequency–nonselective Rayleigh fading (AWGN + Ray-

leigh fading). 

 

Fig. 5.  The decoding performance of the proposed VSMS 

algorithm with a code length of 8832 and a code rate 

of 1/2 is evaluated under various modulation schemes: 

BPSK under AWGN is included as a baseline, while 

QPSK and 16-QAM are reported over AWGN and 

AWGN+Rayleigh channels. 

 

Fig. 6. An overview chart of FPGA resource utilization 

generated by Vivado after the implementation process. 
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From Fig. 5, at a BER of 10−8, the proposed VSMS 

algorithm achieves a decoding gain of 0.075 dB and 

0.55 dB when using BPSK modulation compared to QPSK 

and 16-QAM, respectively. The AWGN channel model 

provides better decoding performance than the Rayleigh 

fading channel. This demonstrates that the LDPC decoder 

employing the VSMS algorithm can effectively utilize 

QPSK and 16-QAM modulation schemes, together with 

the AWGN channel, as adopted in 5G NR communication 

networks [35]. Figure 5 evaluates the decoding perfor-

mance of the proposed VSMS under different modulation 

schemes and channel conditions to determine its adaptabil-

ity to the 5G New Radio network. To keep Fig. 5 readable 

and to avoid overloading it with curves, the numerous 

state-of-the-art algorithms are not included in that figure. 

However, the trends observed in Figs. 3 and 4 suggest that, 

under the same decoding conditions, the proposed method 

performs comparably to these state-of-the-art algorithms. 

Based on those trends, we expect comparable relative per-

formance for the cases illustrated in Fig. 5 when the decod-

ing conditions are the same. Therefore, for decoding per-

formance, the BPSK/AWGN baseline facilitates fair 

comparison across studies, while the QPSK/16-QAM re-

sults establish 5G relevance. 

4.2 Implementation Results  

The LDPC decoder was implemented using the Veri-

log HDL (Verilog Hardware Description Language). The 

hardware results were obtained on a Kintex UltraScale+ 

FPGA. The results of the FPGA, synthesized and imple-

mented after place and route, are achieved by utilizing 

Xilinx Vivado 2021.2. A 5G LDPC code with a codeword 

length of 8832 and a code rate of 1/2 was used. The matrix 

BG1 is chosen. The maximum number of decoding itera-

tions was set to 10. The message information was quan-

tized with (q,q̃) = (4,6). The throughput is calculated as 

[11]: 

 m

i c

[Mbps]
N F

T
L n n




 
 (21) 

where L is the number of decoding layers, nc is the number 

of clock cycles required to process one decoding layer, ni is 

the maximum number of iterations, N is the codeword 

length, and Fm [MHz] is the maximum operating frequency. 

The resource utilization of the FPGA, as generated by 

Vivado after the implementation process, is visually de-

picted in Fig. 6. This figure illustrates that the design heav-

ily depends on Look-Up Tables (LUTs) and Input/Output 

(I/O) pins, with each utilizing nearly half of the available 

resources. The usage of flip-flops (FFs) and Block Random 

Access Memory (BRAM) is moderate, while the consump-

tion of Global Clock Buffers (BUFG) is minimal. Overall, 

the design is both logic- and I/O-intensive, but it does not 

place significant strain on memory or clock resources. 

Figure 7 illustrates the placement footprint. The light 

blue vertical bands represent the LUT/CLB (Configurable 

Logic Block), which is densely packed across most clock 

regions. This column-wise arrangement is typical of wide, 

throughput-oriented data paths. In contrast, the darker gaps 

and narrow colored stripes identify the hard macro/IO 

columns, including BRAM (Block RAM), DSP (Digital 

Signal Processing), clock spines, and IO banks. These 

areas serve as keep-out zones and routing channels, result-

ing in a sparser region toward the right edge near the IO 

columns. Despite the asymmetrical distribution of re-

sources and the routing pressure surrounding the hard 

resources, the implementation successfully achieves timing 

closure. 

 

Fig. 7.  Graphical visualization of resource utilization by the 

proposed decoder. 

 

Fig. 8.  Timing report of the implemented design in nanoseconds. 
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Figure 8 displays the timing report for the implement-

ed design. The design successfully meets all user-specified 

timing constraints at a large scale, featuring 103015 setup 

and hold endpoints along with 47870 pulse-width end-

points. This indicates a high level of connectivity and sig-

nificant routing complexity, with no failing endpoints re-

ported. As illustrated in Fig. 8, timing closure at a 7 ns 

clock period is achieved with a Worst Negative Slack 

(WNS) of +0.332 ns. This indicates a critical path delay of 

6.668 ns and a maximum operating frequency of approxi-

mately 150 MHz [36]. After the place-and-route process, 

hold timing is also met with a small but positive margin; no 

setup/hold violations remain. 

The proposed VSMS decoders employ techniques 

such as layered scheduling, semi-parallel architecture, 

improved check-node processing units, and CNMU opti-

mization. The hardware results are compared with several 

reference LDPC decoders, as summarized in Tab. 3. From 

Tab. 3, it can be observed that although the proposed 

VSMS decoder has a throughput 27% lower than [40], it 

still achieves 2.63 Gbps, which is only 7% less than the 

decoder in [11], and up to 2.5 times higher than the decod-

ers in [38] and [39]. By utilizing a memory-splitting ap-

proach that takes advantage of the irregularity found in 5G 

LDPC codes, the VSMS decoder requires the least amount 

of memory compared to the other decoders listed in Tab. 3. 

The proposed VSMS decoder achieves a reduction in 

memory usage of roughly 46.2% as compared to the de-

coder presented by [37]. 

LDPC decoders can be implemented with various fea-

tures, including codeword length, bit-width representation, 

decoding algorithm, and the number of iterations. To com-

pare different designs, a standardized metric is necessary. 

For FPGA designs, the Hardware Usage Efficiency (HUE) 

metric is defined as the amount of hardware resources 

needed to process one layer of the base matrix to reach 

a throughput of 1 Mbps. The formula for calculating HUE 

is shown below: 

 uHUE
H

L T



 (22) 

where Hu is the hardware utilization reflecting how many 

FPGA resources the LDPC decoder utilizes, specifically 

the number of F7 MUX, F8 MUX, flip-flops, LUTs, and 

BRAM measured in bits. L is the number of decoding lay-

ers. T [Mbps] is the throughput. The unit of HUE is ex-

pressed as hardware resources per layer per Mbps. From 

this definition, it is evident that a lower HUE value is bet-

ter. The proposed VSMS decoder achieves a HUE of 4.88 

hardware resources/(layerMbps), which is comparable to 

the decoder presented in [11] with a HUE of 4.65 hardware 

resources/(layerMbps). In contrast, the VSMS decoder 

demonstrates a substantial improvement in hardware effi-

ciency, requiring more than ten times fewer resources 

compared to the decoders reported in [38] and [40]. 

5. Conclusion 

In this work, an LDPC decoder based on the proposed 

VSMS decoding algorithm has been designed and ana-

lyzed. This approach only requires determining the first 

minimum value of the input VTC messages and its position 

during the CN processing, significantly reducing hardware 

resource consumption compared to reported MS-based 

decoders. Additionally, by utilizing the irregularity of the 

BG1 base matrix in 5G LDPC codes, the VSMS decoder 

incorporates an efficient memory splitting technique that 

achieves over a 46.2% reduction in storage requirements 

compared to several reference designs. Simulation results 

further confirm that the proposed decoder enhances decod- 
 

Reference Year 

Features 
This work [37] 2024 [11] 2023 [38] 2021 [39] 2021 [40] 2020 

FPGA 
Xilinx Kintex 

Ultrascale+ 

Kintex-7 

xc7vx980t 

Xilinx Kintex 

Ultrascale+ 

Xilinx  

Kintex-7 

Virtex 7- 

XC7VX690T 

Xilinx  

Kintex-7 

Quantization Bits (q,q̃)  (4,6) bits -- (4,6) bits (8,8) bits (5,5) bits (5,5) bits 

Throughput (Gbps) 2.63 -- 2.82 0.391-1.1 2.168 3.6 

Codeword Length 8832 13440 8832 3456 6528 155 

Expansion Factor Z 192 384 192 384 96 31 

Maximum Frequency (MHz) 150 304.5 153.5 160 82 700 

Code Rate 1/2 2/3 1/2 1/2-5/6 1/3 -- 

Number of Layers 24 46 24 5-46 46 3 

Number of Iterations 10 6 10 8 10 10 

Memory Size (kb) 124.5 231.35 173.25 7146 3456 486 

Decoding Algorithm VSMS MS HOMS OMS OMS MS 

Hardware Utilization Hu
 307999 382786 314968 7438394 -- 525764 

Memory Type BRAM Registers BRAM BRAM BRAM BRAM 

HUE 4.88 -- 4.65 147.54 -- 48.68 

Tab. 3.  FPGA implementation results and comparison with reference LDPC decoders.  
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ing performance by up to 0.38 dB compared to traditional 

MS-based decoders. These findings demonstrate the effec-

tiveness of the VSMS-based design in achieving both 

hardware efficiency and error-correction performance, 

making the decoder well-suited for practical implementa-

tion in next-generation communication systems such as 5G 

NR. In future work, we will study the impact of the pro-

posed approach on power consumption. The power optimi-

zation problem can be seen as finding the balance among 

power consumption, hardware resource usage, and operat-

ing frequency or throughput. 
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